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Figure 3. The 21-cm signal together with the UV LFs corresponding to our fiducial model parameters. The top three panels show
a ⇠ 1 Mpc slice through the 3D light-cone of 21-cm signal, the average brightness temperature o↵set and the PS at k = 0.1 Mpc

�1,
respectively. The left four panels in the middle show corresponding LFs with observations from Bouwens et al. (2016) for z ⇠ 6,
Bouwens et al. (2015a) for z ⇠ 7 � 8 and Oesch et al. (2017) for z ⇠ 10, respectively. The rightmost panel in the middle shows the
stellar mass per halo mass (left axis) and the escape fraction (right axis) as functions of halo mass. Toggles on the bottom represent
the fiducial parameter values. For movies showing how these observables change with changes in the astrophysical parameters, see
http://homepage.sns.it/mesinger/Videos/parameter_variation.mp4

has a reduced minimum, as the heating commences before
all of the IGM has its spin temperature coupled to the gas
kinetic temperature. Similarly, the peak in the power spec-
trum associated with the EoH is reduced, as the cross-terms
from the coupling coe�cient and gas temperature have a
negative contribution to the power amplitude (see the dis-
cussion in Pritchard & Furlanetto 2007 and Mesinger et al.
2016).

5 SAMPLING ASTROPHYSICAL
PARAMETER SPACE WITH 21CMMC

In this section we provide a summary of 21cmmc (Greig
& Mesinger 2015) used to constrain the astrophysical pa-
rameters described in section 2.4. For further details, inter-
ested readers are referred to Greig &Mesinger (2015, 2017b);
Greig & Mesinger (2018).

21cmmc is an MCMC sampler of 3D reionzation sim-
ulations. To explore the astrophysical parameter space of
cosmic dawn and reionization, 21cmmc adopts a massively
parallel MCMC sampler cosmohammer (Akeret et al. 2013)
that uses the emcee python module (Foreman-Mackey
et al. 2013) based on the a�ne invariant ensemble sampler

(Goodman & Weare 2010). At each proposed MCMC step,
21cmmc calculates an independent 3D light-cone realization
of the 21-cm signal, using an optimized version of 21cm-
fast. Then, it calculates a likelihood by comparing PS of
the sampled 21-cm signal against the mock observation (see
Appendix B), defined as
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where �21(x, z) ⌘ �T̄b(x, z)/�T̄b(z)�1. Note that we limit the k

space range from 0.1 to 1.0, corresponding roughly to limits
on the foreground noise and the shot noise, respectively

As in previous works, we adopt a modeling uncertainty,
accounting for inaccuracies in our semi-numerical models.
We take a constant uncertainty of 20 per cent on the sam-
pled 21-cm PS, motivated by comparisons to RT simulations
(Zahn et al. 2011; Ghara et al. 2015; Hutter 2018). We note
that with further comparisons, these modeling uncertain-
ties can be better characterized and accounted for. More-
over, we include Poisson uncertainties on the sampled 21-cm
PS, roughly consistent with cosmic variance for these scales
(Mondal et al. 2015). These two uncertainties are added in
quadrature with the total noise PS in equation 25.

We account for redshift space distortions along the line
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The	SKA	will	detect	the	power	spectrum	of	
these	fluctuations	with	very	high	signal	to	noise

Kaur,	Gillet,	AM	(2020)

1D	power	spectrum	from	“fiducial	model”

characteristic	“three-
peak”	structure	of	the	
cosmic	signal



The	SKA	will	detect	the	power	spectrum	of	
these	fluctuations	with	very	high	signal	to	noise

Kaur,	Gillet,	AM	(2020)

1D	power	spectrum	from	“fiducial	model” S/N	from	a	1000h	SKA-low	observation

SKA-low



What	can	we	learn	from	these	
patterns?



• Galaxy	clustering	+	stellar	properties	à evolution	of	
large-scale	EoR/CD	structures

McQuinn+	2007

Abundant,	faint	galaxies Rare,	bright	galaxiesvs

94	Mpc

Timing	of	reionization	and	the	properties	of	
the	(unseen)	galaxies	that	drive	it



Patterns	in	the	Epoch	of	Heating
75
0	
M
pc

‘hard’	SED	~	HMXBs ‘soft’	SED	~	hot	ISM

Pacucci,	AM	+	2014

High-energy	processes	in	the	first	galaxies	are	also	encoded	in	the	cosmic	21-cm	signal

differences	are	easily	detectable	with	HERA	and	the	SKA



More	exotic	sources	of	early	IGM	heating?

• Cosmic	Rays?		(e.g.	Leite+2017;	Jana	and	Nath	2018;	Gessey-
Jones+2023)	

• Dark	matter	annihilations?	(e.g.	Evoli+2014;	Lopez-
Honorez+2016)	

• Dark	matter	decay?	(e.g.	Facchinetti+	2023)

All	have	different	spatial	signature



Credit: Daniel Eisenstein
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Star	formation	is	suppressed	in	regions	with	
large	relative	velocities

6 Schauer et al.

Figure 1. Gas number density slices of the four simulations without LW background at redshift z = 15: v0 lw0 (first column), v1 lw0

(second column), v2 lw0 (third column), v3 lw0 (fourth column). We show the whole box in the top row and a 20 ckpc/h excerpt in the

middle row. In the bottom row, we show a 2 ckpc/h close-up, centred around the highest density gas from the middle row.

our discussion to the 1�rms case, and show simulations with
no LW background (left column), a weak LW background
(middle column), and a larger LW background (right col-
umn).

On large scales and in low density regions, molecular
hydrogen is almost immediately destroyed. In the top row
of Figure 2, the molecular hydrogen abundance in the in-
tergalactic medium drops from a few 10�6 in the run with
no LW background to below 10�9 in both runs with a
non-zero LW background. Molecular hydrogen, however, can
self-shield, so in high-density regions, the abundance stays
higher. This is illustrated by the few pink and yellow regions
in the middle and right top panels.

Zooming into one halo, as indicated by the white lines,
one can identify the halo centres (compare the number den-
sity slice of these simulations in Figure 3) by their increased
molecular hydrogen abundances. In case of a zero LW back-
ground, the abundance is highest and the most extended,
but even for the strong LW background with J21 = 0.1, an
H2 abundance of more than 10�4 is reached. This immedi-
ately demonstrates that the H2 in this halo is able to self-
shield e↵ectively. Nevertheless, the peak H2 abundance in
the runs with a non-zero LW background is clearly smaller

than in the run with no LW background, reducing its ef-
fectiveness as a coolant. The impact of this on the density
distribution inside the halo can been seen in Figure 3 (top
row): the central density is slightly reduced in the runs with
J21 > 0 compared to the case with no LW background (com-
pare the second to the fifth and sixth panels).

Comparing our results here to those from the runs with
high streaming but no LW, we see that the manner in which
these two processes suppress cooling and star formation is
quite di↵erent. Streaming reduces the gas density through-
out the haloes, which has the knock on e↵ect of making it
harder for the gas to form H2 and harder to cool once it
has formed H2. The LW background, on the other hand,
has little e↵ect on the gas density on halo scales and hence
does not a↵ect the ability of the halo to form H2. Instead, it
suppresses cooling by destroying most of the H2 that does
form, leaving less available to cool the gas.

© 2018 RAS, MNRAS 000, 1–14

Schauer+2021increasing vbc

z=15



0.01 0.05 0.10 0.50 1

0.5
1

5
10

50
100

k [Mpc-1]

Δ
21
,L
C

2
[m
K2

]

See also: Dalal+10, Visbal+12,

Fialkov+12, McQuinn+12

Munoz 19, Park+19, Cain+20, Sarkar+22

VAOs
rs

z = 15

w/ vel.
w/o vel.

Munoz, Qin, AM+ 2022


Standard ruler

first	to	use	all	relevant	feedback,	
computing	signal	on	the	lightcone



That	sounds	great,	but	where	are	we	now?



Measurements	are	improving,	but	currently	
only	upper	limits	on	the	PS
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Power Spectrum 95% Confidence Upper Limits [0.03 < k < 0.4 Mpc�1]

Fig 2 Upper limits on the 21 cm power spectrum at 95% confidence (2�) from various experiments from 6 < z < 20

spanning a range of wavevectors, k. The redshift range is chosen to focus on recent limits from SKA pathfinders. The
theoretical power spectrum from the faint galaxies EoR simulation of [44] is plotted as solid and dashed black lines.
While 21 cm interferometric experiments have steadily pushed down in sensitivity over the past five years, fiducial
models remain a couple orders of magnitude deeper. Projected 2� sensitivity curves for the SKA assuming foreground
avoidance at k = 0.4Mpc�1 (FG-Avoid) and foreground subtraction at k = 0.1 Mpc�1 (FG-Sub) are also plotted for
a 100 hour and 1000 hour integration4.

ure 3 shows a map of the low-frequency sky, highlighting parts where the SKA pathfinders have

set their most sensitive upper limits on the power spectrum, with representative images of those

foregrounds with each of the experiments.

In the following sections, we review improved limits from the MWA, LOFAR, and HERA, and

discuss some of the developments that enabled these improvements. In addition, we discuss some

of the challenges in theoretical simulation of the 21 cm signal, and the interpretation of these upper

limits for placing constraints on astrophysical models of the EoR and CD.

7

Barry+	2022
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Fig 2 Upper limits on the 21 cm power spectrum at 95% confidence (2�) from various experiments from 6 < z < 20

spanning a range of wavevectors, k. The redshift range is chosen to focus on recent limits from SKA pathfinders. The
theoretical power spectrum from the faint galaxies EoR simulation of [44] is plotted as solid and dashed black lines.
While 21 cm interferometric experiments have steadily pushed down in sensitivity over the past five years, fiducial
models remain a couple orders of magnitude deeper. Projected 2� sensitivity curves for the SKA assuming foreground
avoidance at k = 0.4Mpc�1 (FG-Avoid) and foreground subtraction at k = 0.1 Mpc�1 (FG-Sub) are also plotted for
a 100 hour and 1000 hour integration4.

ure 3 shows a map of the low-frequency sky, highlighting parts where the SKA pathfinders have

set their most sensitive upper limits on the power spectrum, with representative images of those

foregrounds with each of the experiments.

In the following sections, we review improved limits from the MWA, LOFAR, and HERA, and

discuss some of the developments that enabled these improvements. In addition, we discuss some

of the challenges in theoretical simulation of the 21 cm signal, and the interpretation of these upper

limits for placing constraints on astrophysical models of the EoR and CD.
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Application	to	HERA	(HERA	collaboration	2022ab).	
For	similar	studies	on	LOFAR	and	MWA	data	see	(Ghara+2020;	Mondal+2020;	Greig+2020,	
Greig+2021)	



What	kind	of	models	are	the	easiest	to	rule	
out	(i.e.	have	the	largest	power)?



What	kind	of	models	are	the	easiest	to	rule	
out	(i.e.	have	the	largest	power)?

~	0	—	1



What	kind	of	models	are	the	easiest	to	rule	
out	(i.e.	have	the	largest	power)?

~	0.1	—	1



What	kind	of	models	are	the	easiest	to	rule	
out	(i.e.	have	the	largest	power)?

~	-10(!)	—	1



What	kind	of	models	are	the	easiest	to	rule	
out	(i.e.	have	the	largest	power)?

COLD	IGM:	TS ≪ Tγ

Models	that	are	ruled	out	must	have:



What	kind	of	models	are	the	easiest	to	rule	
out	(i.e.	have	the	largest	power)?

COLD	IGM:	TS ≪ Tγ

+
Spatial	fluctuations	in	either:		

• ionization	fraction	(patchy	EoR)	
• matter	density	
• temperature	(requires	extremely	soft	SEDs)

see	also	e.g.	Ewall-Wice+2013;	Ghara+2020;	Greig+2020;		
Mondal+2020;	Reis+2020;	Greig+2021

Models	that	are	ruled	out	must	have:



Examples
				

COLD	+	EoR COLD	+	density
Density 21cm 21cm 21cm	power

x̄HI ∼ 0.5 x̄HI ∼ 1

HERA	collaboration	(2021)



Current	constraints	on	EoR	history
Damping wing constraints from two z & 7 QSOs 7

after J1342; Bañados et al. 2018) at z = 7.54. Previously,
using the same Intermediate H II EoR morphology, we re-
covered x̄H I = 0.40+0.21

�0.19 for J1120 and x̄H I = 0.21+0.17
�0.19 for

J1342.
In the right panel of Figure 3 we present a compilation

of the IGM neutral fraction constraints for of all four known
z & 7 QSOs using our covariance matrix approach (with
N V) assuming the Intermediate H II EoR morphology. The
red and blue curves correspond to J0252 and J1007 as per
the right panel of Figure 3, whereas the black dotted and
dashed curves correspond to the new constraints on the IGM
neutral fraction from J1120 and J1342, respectively. Quan-
titatively, following the inclusion of N V we now update our
constraints to the following:

• x̄H I = 0.44+0.23
�0.24 at z = 7.08 for J1120

• x̄H I = 0.31+0.18
�0.19 at z = 7.54 for J1342.

For both, we find a higher IGM neutral fraction owing to
an overall increase in the predicted intrinsic flux following
the inclusion of the N V line. Further, we also note an in-
crease to the 68 per cent confidence intervals, owing to the
increased scatter in the reconstructed profiles going from a
6 dimensional covariance matrix for the two component of
Ly↵ (broad and narrow) to the new, 9 dimensional covari-
ance matrix jointly reconstructing N V. In Appendix B we
provide the updated reconstructed profiles for J1120 (Fig-
ure B1) and J1342 (Figure B2) along with a discussion of the
new profiles following the inclusion of N V into our analysis
pipeline.

3.4 Compilation of reionisation constraints

We now have IGM damping wing constraints on four z & 7
QSOs obtained from two distinctly di↵erent reconstruction
methods and damping wing analyses, as discussed in ear-
lier sections. Here, we average over all of these constraints
to obtain one, unified constraint on the IGM neutral frac-
tion from the IGM damping wing imprint8. To obtain this
constraint, we first sum the two individual neutral fraction
PDFs (corresponding to the two separate pipelines) for each
of the four QSOs before multiplying the corresponding four
PDFs to obtain a single, joint posterior for the IGM neutral
fraction. Following this procedure, we obtain:

• x̄H I = 0.49+0.13
�0.14 at z = 7.29 ± 0.27.

Note, in collapsing these constraints into a single datapoint
we are in e↵ect conservatively averaging over all modelling
di↵erences and systematics. Further, as these four QSOs
span a redshift range of �z ⇠ 0.5, cosmic evolution across
all these QSOs should be fairly modest.

In Figure 4 we place this unified QSO damping wing
constraint (red pentagon) in context with other constraints
on the IGM neutral fraction during reionisation. Here, we
consider constraints and limits obtained from: (i) dark pix-
els (McGreer et al. 2015), (ii) Ly↵ fraction at z = 6.9 (Wold
et al. 2021) and at z = 7 (Mesinger et al. 2015), (iii) the

8 Note here that we specifically focus on damping wing analyses
that consider an inhomogeneous IGM. That is we do not include
the constraints on J1120 or J1342 from Bañados et al. (2018);
Ďurovč́ıková et al. (2020) or Reiman et al. (2020).
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Figure 4. A compilation of existing constraints on the IGM
neutral fraction as a function of redshift. Circles: Dark pixels
at z = 5.9 (McGreer et al. 2015), Squares: the Ly↵ fraction at
z = 6.9 (Wold et al. 2021) and z = 7 (Mesinger et al. 2015),
Stars: LAE clustering at z = 6.6 (Sobacchi & Mesinger 2015),
Diamonds: LBGs at z = 7 (Mason et al. 2018), z = 7.6 (Hoag
et al. 2019) and z = 8 (Mason et al. 2019). The red pentagon
corresponds to the combined constraints of all four z ⇠ 7 QSOs
considered in this work. The blue curve and the dark and light
shaded regions corresponds to the median, 1 and 2� constraints
from observationally constrained 21-cm simulations (Qin et al.
2021).

clustering of Ly↵ emitters (LAEs) at z = 6.6 (Sobacchi &
Mesinger 2015) and (iv) Lyman-break galaxies (LBGs) at
z = 7 (Mason et al. 2018), z = 7.6 (Hoag et al. 2019) and
at z = 8 (Mason et al. 2019). Additionally, we provide con-
straints on the reionisation history obtained from a Monte-
Carlo Markov Chain (MCMC) analysis of the simulated 21-
cm signal constrained by existing observations of the reioni-
sation epoch (Qin et al. 2021). Specifically, these models are
constrained by observed UV galaxy LFs at z = 6 � 10, the
electron scattering optical depth, ⌧e, measured by Planck
(Planck Collaboration et al. 2020), the dark pixel limits on
the IGM neutral fraction (McGreer et al. 2015) and PDFs
of the Ly↵ e↵ective optical depth from the Ly↵ forest at
z = 5 � 6 (Bosman et al. 2018). The median reionisation
history is represented by the blue line, whereas the dark
and light grey shaded regions correspond to the 1 and 2�

confidence intervals.
This unified QSO datapoint implies a mid-point of

reionisation at z ⇠ 7.3, slightly below similar limits and
constraints from LBGs. However, within the appreciable 1�

uncertainties they are consistent. With respect to the obser-
vationally constrained reionisation histories extracted from
simulations of the 21-cm signal by Qin et al. (2021), the
median QSO damping wing constraint is 2 � 3� below the
median reionisation history, however, again owing to the rel-
atively large uncertainties in averaging across all QSOs, it
is still consistent within error. This lower amplitude con-
straint from the combined QSO damping wing is driven by
both z ⇠ 7.5 QSOs, which all individually sit below these
2� reionisation histories.

MNRAS 000, 000–000 (0000)

HERA	band	2BUT	we	know	the	EoR	is	
underway	at	z~8!	

Greig,	AM+2021
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the right panel of Figure 3, whereas the black dotted and
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�0.24 at z = 7.08 for J1120

• x̄H I = 0.31+0.18
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an overall increase in the predicted intrinsic flux following
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crease to the 68 per cent confidence intervals, owing to the
increased scatter in the reconstructed profiles going from a
6 dimensional covariance matrix for the two component of
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ance matrix jointly reconstructing N V. In Appendix B we
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new profiles following the inclusion of N V into our analysis
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We now have IGM damping wing constraints on four z & 7
QSOs obtained from two distinctly di↵erent reconstruction
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to obtain one, unified constraint on the IGM neutral frac-
tion from the IGM damping wing imprint8. To obtain this
constraint, we first sum the two individual neutral fraction
PDFs (corresponding to the two separate pipelines) for each
of the four QSOs before multiplying the corresponding four
PDFs to obtain a single, joint posterior for the IGM neutral
fraction. Following this procedure, we obtain:

• x̄H I = 0.49+0.13
�0.14 at z = 7.29 ± 0.27.

Note, in collapsing these constraints into a single datapoint
we are in e↵ect conservatively averaging over all modelling
di↵erences and systematics. Further, as these four QSOs
span a redshift range of �z ⇠ 0.5, cosmic evolution across
all these QSOs should be fairly modest.
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Figure 4. A compilation of existing constraints on the IGM
neutral fraction as a function of redshift. Circles: Dark pixels
at z = 5.9 (McGreer et al. 2015), Squares: the Ly↵ fraction at
z = 6.9 (Wold et al. 2021) and z = 7 (Mesinger et al. 2015),
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2021).

clustering of Ly↵ emitters (LAEs) at z = 6.6 (Sobacchi &
Mesinger 2015) and (iv) Lyman-break galaxies (LBGs) at
z = 7 (Mason et al. 2018), z = 7.6 (Hoag et al. 2019) and
at z = 8 (Mason et al. 2019). Additionally, we provide con-
straints on the reionisation history obtained from a Monte-
Carlo Markov Chain (MCMC) analysis of the simulated 21-
cm signal constrained by existing observations of the reioni-
sation epoch (Qin et al. 2021). Specifically, these models are
constrained by observed UV galaxy LFs at z = 6 � 10, the
electron scattering optical depth, ⌧e, measured by Planck
(Planck Collaboration et al. 2020), the dark pixel limits on
the IGM neutral fraction (McGreer et al. 2015) and PDFs
of the Ly↵ e↵ective optical depth from the Ly↵ forest at
z = 5 � 6 (Bosman et al. 2018). The median reionisation
history is represented by the blue line, whereas the dark
and light grey shaded regions correspond to the 1 and 2�

confidence intervals.
This unified QSO datapoint implies a mid-point of

reionisation at z ⇠ 7.3, slightly below similar limits and
constraints from LBGs. However, within the appreciable 1�

uncertainties they are consistent. With respect to the obser-
vationally constrained reionisation histories extracted from
simulations of the 21-cm signal by Qin et al. (2021), the
median QSO damping wing constraint is 2 � 3� below the
median reionisation history, however, again owing to the rel-
atively large uncertainties in averaging across all QSOs, it
is still consistent within error. This lower amplitude con-
straint from the combined QSO damping wing is driven by
both z ⇠ 7.5 QSOs, which all individually sit below these
2� reionisation histories.
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on these priors were picked to allow a broad range of
physically plausible values while not strongly constrain-
ing the parameters most constrained by other high-
redshift probes. These include UV luminosity functions
(Bouwens et al. 2015; Bouwens et al. 2016; Oesch et al.
2017) and measurements of the IGM opacities during
the EoR such as the Ly-↵ forest (McGreer et al. 2015;
Bosman & Becker 2015; Qin et al. 2021a) and CMB po-
larization and optical depth (Planck Collaboration 2018;
Qin et al. 2020). The Ly-↵ forest and the CMB’s � pro-
vide important clues as to the timing and duration of
reionization, which then constrain the ionizing escape
fraction, given the observed UV luminosity function.
We use 21cmMC (Greig & Mesinger 2015, 2017) and its
MultiNest sampler (Feroz et al. 2009; Qin et al. 2021b)
to perform Bayesian inference in this work. The pos-
terior probability distribution without HERA serves as
the starting point for comparing models against HERA
data.

One key result from these other high-redshift probes
is the strong constraint on the star formation e�ciency
of dark matter halos at high redshift, which is deter-
mined by the UV luminosity functions at z ⇠ 6–8; exist-
ing observations constrain both the peak e�ciency and
show that it declines toward small halo masses (e.g.,
Tacchella et al. 2013; Mason et al. 2015; Mirocha et al.
2017; Park et al. 2019; Sabti et al. 2022). The version
of 21cmFAST used here assumes that this behavior can
be extrapolated to higher redshifts and smaller haloes.
As a result, the range of galaxy formation models that
are allowed by 21cmMC is relatively restricted, and all
display a rapid increase in the stellar mass density be-
tween the two redshifts measured by HERA. The result-
ing constraints must be interpreted with this in mind,
as more complex galaxy evolution histories (which break
the assumed extrapolation by, for example, introducing
a new population of sources, see e.g. Muñoz 2019; Qin
et al. 2020; Muñoz et al. 2022 for implementations in
21cmFAST) are not included in the prior and are left for
future work.

7.4.1. 21cmMC Constraints on X-Ray Luminosity

In H22b we explored how adding HERA a↵ected the
full posterior parameter covariance. In this work, we fo-
cus on the parameter most constrained by HERA, the
ratio of the integrated soft-band (<2keV) X-ray lumi-
nosity to the star formation rate. Since 21cmFAST as-
sumes that X-ray photons govern the thermal history of
the neutral IGM, this LX<2keV/SFR parameter essen-
tially describes the heating power of EoR galaxies per
unit of star formation. In H22b, we obtained the first ob-
servational evidence for an enhanced X-ray luminosity of

Figure 28. Here we show how our marginalized 21cmMC
posterior PDF of the ratio of soft X-ray luminosity to SFR,
LX<2keV/SFR, tightens with a full season of HERA data.
The shaded regions show the 68% and 95% credible intervals
of the posterior. Probability densities are plotted per loga-
rithmic interval. Our results are consistent with theoretical
expectations for X-rays produced during the cosmic dawn
by a population of low-metallicity high-mass X-ray binaries
(HMXB) (Fragos et al. 2013), likely a more representative
model of the first galaxies (dash-dotted black vertical line).
Compared to H22b (orange dashed line), our result’s 99%
credible interval excludes models where the local relation for
X-ray e�ciency (solid black vertical line; Mineo et al. 2012)
continues to hold at high redshift.

high-redshift (z > 6) galaxies, with a 68% HPD credible
interval of LX<2keV/SFR ⇠ 1039.9–1041.6 erg s�1 M�1

� yr.
This disfavors a relationship between star formation and
soft X-ray luminosity at or below the one seen in local,
metal-enriched galaxies at >68% credibility.

As Figure 28 shows, we find that the full season of
HERA observing constrains the 95% credible interval on
LX<2keV/SFR to the range 1040.4–1041.8 erg s�1 M�1

� yr.
This result assumes as a prior that LX<2keV/SFR <
1042 erg s�1 M�1

� yr, beyond which X-rays reionize the
universe too quickly (Mesinger et al. 2013). More than
99% of the 21cmMC posterior volume excludes the pos-
sibility of the local relation for HMXBs (Mineo et al.
2012) continuing to hold at high redshift. It is consis-
tent, however, with models of extremely low-metallicity
galaxies, where high mass stars have less mass-loss from
line-driven winds than their solar-metallicity counter-
parts (Fragos et al. 2013).
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Figure 29. Here we show marginalized 1D PDFs from 21cmMC per logarithmic interval in the kinetic temperature (top row)
and spin temperature (bottom row), averaged over the neutral IGM, at both z = 10.4 (left column) and z = 7.9 (right column).
We compare the prior on these quantities to the posterior from H22b data (orange dashed) and the posterior after a full season
(purple, with 68% and 95% credible intervals shaded). We also show our prior (black dashed) and the posterior after including
non-HERA astrophysical constraints on reionization (gray). The averaging is performed over neutral cells with xHI > 0.95;
for models completely reionized at z = 7.9, we take the average temperature from the last time-step with neutral cells. The
hashed region indicates temperatures below the adiabatic cooling limit. Our observations rule out an unheated IGM at >99%
credibility at both z = 10.4 and z = 7.9, placing new constraints on the population of X-ray emitting compact objects during
the cosmic dawn.

a flat probability at small model �2 (Equation 11). As
Figure 26 shows, power spectra just below our limits are
far less likely than power spectra well below them. This
concentrates posterior probability at lower power spec-
trum values. The e↵ect is especially important when
multiple fields and k modes contribute significantly to
the likelihood, instead of the two measurements from a
single field that dominated the results in H22b.

The second reason is that, as already discussed, our
inference is heavily informed by other high-redshift ob-
servations and the galaxy model assumed by 21cmFAST.
This is particularly relevant in the context of the third
reason, which is the influence of constraints from the two
bands on each other. To better understand the impact
of the model, we show in the top row of Figure 31 the
prior and full posterior probability distributions from

the three inferences, i.e. without HERA and with HERA
after 18 (H22b) and 94 nights (this work). We only show
the distributions at the k values of our deepest limits,
roughly 0.35 hMpc�1. First consider the PDF without
incorporating HERA. It has two clear peaks: the one
at smaller �2 corresponds to models with TS � TCMB

(with abundant X-ray heating) while the other is mostly
“cold reionization” with little heating. In between, there
is a valley in the distribution because one must fine-tune
the heating and ionization to get a signal between these
two extremes, which is comparatively unlikely given our
priors and the other high-redshift constraints.

The H22b results ruled out the extreme end of the
cold reionization peak z = 7.9, but at z = 10.4 much of
that stronger peak was still viable. With our new limits,
an IGM near the adiabatic limit is essentially excluded
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Figure 3. Constraints on the spin temperature of the neutral IGM (left) and the soft-band X-ray luminosity

per star formation rate, LX/SFR (right), using upper limits on the 21-cm PS at z = 10 and z = 8 from HERA,

analysed with the 21cmFAST simulator + 21cmMC sampler inference framework (70). Solid gray curves denote the

prior distribution from complementary observations (UV LFs and EoR history measurements), while including the

first season of observations in (70) results in the purple curves. Even these preliminary observations using only

⇠ 10% of the antennas and 94 nights of observations rule out previously viable models with little IGM heating,

motivating a much more luminous population of of HMXBs at z > 10 than seen in local star-forming galaxies.

[adiabatic, Compton, Ly↵, CMB; e.g. (70; 64)]2. This heating is most likely provided by high-
mass X-ray binaries (HMXBs), in which a massive companion star is accreting onto a compact
object. HMXBs are known to dominate the X-ray luminosities of local, star-forming galaxies [e.g.
(51; 18; 35)]. Assuming HMXBs are responsible for heating the early Universe, the level of IGM
heating required by recent HERA 21cm power spectrum (PS) limits implies that z > 10 HMXBs
are over an order of magnitude brighter than their local counterparts [(70); right panel of Fig. 4]!
It is impressive that with 21-cm PS upper limits still 1-2 orders of magnitude away from the

most likely signals, we are able to indirectly constrain the properties of the unseen first galaxies.
However, our conclusions rely on our models... Are they flexible enough not to over-interpret the
observations? Do we account for all relevant heating processes? In WP1 we extend our galaxy
models to go beyond the state of the art by including stochastic, metallicity-dependent HMXBs as
well as incorporating putative cosmic ray heating in inference for the first time. This will enable a
robust interpretation of existing and upcoming 21-cm PS upper limits. We will also quantify which
k-modes and redshifts are most discriminating among currently viable models: at which (k?, kk, z)
would a reduction in the 21-cm PS upper limits rule out the most prior volume? This will guide
current observational e↵orts, focusing systematics/foreground mitigation in regions that give the
most ”bang for your buck”.

Flexible models of high-mass X-ray binaries: The inferred constraints on z > 10 HMXBs are
in fact consistent with theoretical expectations [e.g. (19)] and extrapolations of empirical relations

2 More exotic heating via DM annihilations and decay [e.g. (17; 40)] is also being implemented by coupling
DarkHistory (38) to 21cmFAST. However, this project is on-going and should be completed before the putative start
of TOSCA and is thus not discussed here.
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disfavoring	the	values	seen	in	local,	metal-enriched	
galaxies led	by	Y.	Qin
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7.4.1. 21cmMC Constraints on X-Ray Luminosity

In H22b we explored how adding HERA a↵ected the
full posterior parameter covariance. In this work, we fo-
cus on the parameter most constrained by HERA, the
ratio of the integrated soft-band (<2keV) X-ray lumi-
nosity to the star formation rate. Since 21cmFAST as-
sumes that X-ray photons govern the thermal history of
the neutral IGM, this LX<2keV/SFR parameter essen-
tially describes the heating power of EoR galaxies per
unit of star formation. In H22b, we obtained the first ob-
servational evidence for an enhanced X-ray luminosity of
high-redshift (z > 6) galaxies, with a 68% HPD credible
interval of LX<2keV/SFR ⇠ 1039.9–1041.6 erg s�1 M�1

� yr.
This disfavors a relationship between star formation and
soft X-ray luminosity at or below the one seen in local,
metal-enriched galaxies at >68% credibility.
As Figure 28 shows, we find that the full season of

HERA observing constrains the 95% credible interval on
LX<2keV/SFR to the range 1040.4–1041.8 erg s�1 M�1

� yr.
This result assumes as a prior that LX<2keV/SFR <

1042 erg s�1 M�1

� yr, beyond which X-rays reionize the
universe too quickly (Mesinger et al. 2013). More than
99% of the 21cmMC posterior volume excludes the pos-
sibility of the local relation for HMXBs (Mineo et al.
2012) continuing to hold at high redshift. It is consis-
tent, however, with models of extremely low-metallicity
galaxies, where high mass stars have less mass-loss from
line-driven winds than their solar-metallicity counter-
parts (Fragos et al. 2013).

7.4.2. 21cmMC Constraints on the IGM’s Thermal History

Our constraints on the soft X-ray e�ciency are them-
selves a consequence of our ability to use our upper
limits to exclude a range of scenarios with low levels
of IGM heating. In Figure 29 we show our updated
marginalized posteriors on the predicted average IGM
temperatures—both the spin temperature, TS , and the
kinetic temperature, TK—along with results from H22b
for comparison. As demonstrated in H22b, current EoR
constraints from Planck and quasar spectra already dis-
favor a large number of models in the prior volume which
predict either highly ionized IGM at z � 10.4 or com-
pletely neutral one at z  10.4. These constraints also
have a slight impact on the average IGM temperature,
excluding models with high TK or T S at these redshifts.
However, because a decently-sized fraction of parameter
space with an unheated IGM at these redshifts is not
ruled by these probes, and since 21cmMC cannot produce
spin temperatures below the adiabatic limit, our poste-
rior without HERA shows a pileup of probability right
around that limit.

Figure 28. Here we show how our marginalized 21cmMC
posterior PDF of the ratio of soft X-ray luminosity to SFR,
LX<2keV/SFR, tightens with a full season of HERA data.
The shaded regions show the 68% and 95% credible intervals
of the posterior. Probability densities are plotted per loga-
rithmic interval. Our results are consistent with theoretical
expectations for X-rays produced during the cosmic dawn
by a population of low-metallicity high-mass X-ray binaries
(HMXB) (Fragos et al. 2013), likely a more representative
model of the first galaxies (dash-dotted black vertical line).
Compared to H22b (orange dashed line), our result’s 99%
credible interval excludes models where the local relation for
X-ray e�ciency (solid black vertical line; Mineo et al. 2012)
continues to hold at high redshift.

When we incorporate the HERA limits, a significant
range of models with low IGM temperatures can be fur-
ther excluded. We showed in H22b how HERA obser-
vations substantially improve our understanding of the
neutral IGM at z = 7.9. However, there was still a
small fraction of the total posterior with low values of
T S, so H22b could not completely rule out an unheated
IGM the observed redshifts. With the improved limits
presented in this work, we now find that an unheated
IGM is disfavored at greater than 99% credibility at both
z = 10.4 and 7.9. The new HPD 95% credible intervals
on the spin and kinetic temperatures are 4.7K < TS <

171.2K and 3.2K < TK < 313.2K at z = 10.4 and

The	HERA	collaboration	
(2023)	-	94	nights	of	data	

The	HERA	collaboration	(2023;		
led	by	J.	Dillon)	

If	heating	is	provided	by	“normal”	galaxies,	they	would	
need	to	be	more	luminous	in	X-rays	than	observed	locally



Is	this	surprising?



The	21-cm	signal	probes	a	new	regime	for	
HMXBs:	low	mass	galaxies	+	low	metalicity	

Kaur,	Qin,	AM+	(2022)

The	first	galaxies

Local	HMXBs



The	21-cm	signal	probes	a	new	regime	for	
HMXBs:	low	mass	galaxies	+	low	metalicity	

Kaur,	Qin,	AM+	(2022)

The	first	galaxies

Local	HMXBs



Milestones	
aka	“The	path	to	the	21-cm	revolution”



Where	we	are	now
		Upper	limits	on	the	21-cm	power	spectrum	



Where	we	are	now
		Upper	limits	on	the	21-cm	power	spectrum	

• understand	systematics!	can	we	parametrize	/	sample	our	
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Where	we	are	now
		Upper	limits	on	the	21-cm	power	spectrum	

• understand	systematics!	can	we	parametrize	/	sample	our	
uncertainties?	

• do	we	have	all	of	the	physics	we	need,	especially	regarding	
heating	sources?	



Including	a	contribution	from	even	earlier,	
molecularly-cooled	galaxies	(MCGs)? 12

FIG. 9. Marginalized posterior distribution of LX<2 keV/SFR obtained when including MCGs, while varying the lower bound of
log

10
f⇤,7 (Left) or the lower bound of log

10
fesc,7 (Right). When lower values of log

10
f⇤,7 are enabled, the posterior distribution

tends towards the results of I-B (ACGs only). In case we restrict log
10

f⇤,7 to a higher range, the LX<2 keV/SFR constraints
tend to vanish, as less X-ray luminosity is now required to lower the amplitude of the signal at the redshifts measured by
HERA. Similarly, when higher values of log

10
fesc,7 are forced, the posterior distribution tends towards the results of I-B (ACGs

only). If we allow log
10

fesc,7 to be smaller, the LX<2 keV/SFR constraints tend to relax.

enhances the e↵ect of including MCGs is the analysis.
The LX<2 keV/SFR posteriors in the di↵erent cases are
shown in Fig. 9 (right panel). The bottom line is that
the above analysis is prior dependent, and caution is war-
ranted when reaching conclusions for models with MCGs.

VI. CONCLUSIONS

In this work, we have introduced an ANN-based emu-
lator of the 21-cm signal which was trained on data pro-
duced by the 21cmFAST semi-numerical code. We found
this emulator to be accurate enough to predict the 21-cm
signal over a range of redshifts z and wave numbers k.

We then used this emulator in an MCMC pipeline
to reproduce the parameter constraints presented in
Refs. [22, 29], based on the HERA phase-I upper lim-
its on the 21-cm power spectrum and the external like-
lihoods containing information on the high-redshift UV
luminosity function, the IGM neutral fraction and the
reionization optical depth. Here, the underlying astro-
physical model assumption is that the atomically cooled
galaxies (ACGs) (which host the PopII stars) sparked
the cosmic dawn and are responsible for the subsequent
heating and reionization of the IGM. Our emulator-based
MCMC pipeline seems to produce similar results as pre-
sented in Ref. [29], which validates our pipeline. One of
the most important results of this analysis, based on the
posterior of the parameter LX<2 keV/SFR, can be stated
as follows. If PopII stars (or ACGs) dominate the X-ray
heating and reionization of the IGM, then we expect the
high redshift (z > 6) galaxies to be more X-ray luminous

(with LX<2 keV/SFR & 1040 erg s�1 M�1

� yr) than their
present-day counterparts (for which LX<2 keV/SFR ⇡

1039 erg s�1 M�1

� yr) [30, 31].

Our primary goal in this work was to check the valid-
ity of the above result when we include molecular-cooled
galaxies (MCGs) in the analysis. A number of recent
simulations show that MCGs, which predominantly host
PopIII stars, also contribute to the total photon budget
during cosmic dawn and reionization.

We therefore trained our emulator with the results ob-
tained after including PopIII stars in the simulations, and
finally ran an MCMC analysis that fits for additional pa-
rameters corresponding to the PopIII stars. The most
interesting result that emerges out of the final posterior
distributions we obtained is that including both ACGs
and MCGs in the simulations relaxes the preference for
the high X-ray luminosity of the high redshift sources as
we discussed in the previous paragraph, and now values
as low as LX<2 keV/SFR . 1039 erg s�1 M�1

� yr are still
allowed by the HERA power spectrum data. This is due
to the fact that MCGs contribute to the X-ray heating
and therefore the ACGs do not need to be as X-ray ef-
ficient. This indicates that the X-ray luminosity of the
high redshift sources may not be very di↵erent from their
low redshift counterparts. It is important to note, that
although we do see a small decline in the posterior distri-
bution at the lower LX<2 keV/SFR regime when including
MCGs (as in Figs. 1 and 6) we cannot determine confi-
dently that higher values are preferred. This is because
the chosen likelihood function (see Eq. (8)) gives higher
probability for power spectra well below the HERA up-
per bounds. In fact, as we see in Fig. 5, the spectra

Lazare+(2023)	
see	also	Qin,	AM+2021;	
HERA	2022a

Constraints	from	HERA	can	weaken,	though	results	depend	strongly	on	priors
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• understand	systematics!	can	we	parametrize	/	sample	our	
uncertainties?	

• do	we	have	all	of	the	physics	we	need,	especially	regarding	
heating	sources?	

• posteriors	will	be	prior-dominated	UNLESS	we	have	“realistic”	
galaxy	models	that	can	be	constrained	by	other	observations	



Contribution	of	different	data12 D. Breitman et al.

Figure 8. Contribution of various likelihood terms to the total posterior. The corner plot on the left shows the 95% CI of three inferences, all run with 21cmEMU
and UltraNest. The full posterior with all four probes is plotted in purple (exactly the same as the purple in Figure 6). In green, we show the posterior without
the HERA power spectrum upper limits term. In blue, we additionally remove the neutral fraction and Thomson optical depth terms, leaving only the UV
luminosity functions terms. On the top right half of the plot, we show the 95% CI of the same three posteriors but in the space of summary statistics: first the
UV LFs, and then a panel with the 21-cm power spectrum, 21-cm global signal, and EoR history, top to bottom, and finally a panel with the Thomson optical
depth. In grey, we plot the summary statistic 95% CI assuming a flat distribution across all nine astrophysical parameters which is what was used for the prior
for the 21cmFAST inference.

5 CONCLUSION

Here we introduced 21cmEMU: a publicly-available emulator of sev-
eral summary observables from 21cmFAST. We trained the emulator
on 1.3M pseudo-posterior samples from the inference in HERA22.
The input consists of a nine parameter model characterizing the UV
and X-ray outputs of high redshift galaxies. The output consists of:
(i) the 21-cm power spectrum as a function of redshift and wave-

mode; (ii) the IGM mean neutral fraction as a function of redshift;
(iii) the UV luminosity function at four redshifts 6, 7, 8, and 10; (iv)
the Thompson scattering optical depth to the CMB; (v) the mean
spin temperature as a function of redshift; and (vi) the 21-cm global
signal as a function of redshift. The emulator predicts all of these
quantities with under ⇠ 2.4% error at 68% CL, and a computational
cost that is lower by a factor of ⇠10000 compared to 21cmFAST.

We varied the size of the training set, finding only a modest de-
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Where	we	are	now
		Upper	limits	on	the	21-cm	power	spectrum	

• understand	systematics!	can	we	parametrize	/	sample	our	
uncertainties?	

• do	we	have	all	of	the	physics	we	need,	especially	regarding	
heating	sources?	

• posteriors	will	be	prior-dominated	UNLESS	we	have	“realistic”	
galaxy	models	that	can	be	constrained	by	other	observations	

• emulators	are	useful!		error	is	currently	sub-dominant	
(e.g.	Kern+2017;	Schmit	&	Pritchard	2017;	Shimabukuro	&	Semelin	2017;	Jennings+2019;	
Ghara+2020;	Mondal+2022;	Bye+2022a;	Lazare+2023;	Breitman,	AM+2023)	



Where	we	will	be	soon
Low	S/N	detection	of	the	21-cm	PS	
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Where	we	will	be	soon
Low	S/N	detection	of	the	21-cm	PS	

• understand	systematics!	can	we	parametrize	/	sample	our	
uncertainties?	

• how	can	we	convince	ourselves	and	everyone	else	that	the	
detection	is	REAL		—>	cross-correlation	with	signal	of	known	
cosmic	origin	



The	importance	of	cross-correlations
• It	is	an	important	sanity	check	to	verify	claims	of	
detection/analysis	pipeline	

• improves	S/N	for	preliminary	detections	(systematics	
and	noise	are	uncorrelated	in	cross)	

• with	images,	it	lets	us	study	individual	HII	(or	heated)	
regions,	comparing	them	to	their	host	galaxy	properties

Moriwaki+2019

21-cm vs O iii emitters 3

Figure 1. Slice maps of the 21-cm signals at z = 10.0, 8.0, 7.5, and 7.0. The black and red points represent the galaxies with
LOIII

> 1041 erg s−1 and 1042 erg s−1 respectively and the gray points are all the galaxies within the slice. The width of the slices is
1.2h−1 cMpc.

Table 1. Redshift, volume averaged neutral fraction, vol-
ume averaged luminosity density, and number of galaxies with
[O iii] luminosity larger than 1041 and 1042 erg s−1 within
(100h−1 cMpc)3 for each snapshot.

redshift xHI lOIII
a Ngal,41 Ngal,42

10.0 0.98 0.197 4851 84
8.0 0.78 1.13 30399 856
7.5 0.46 2.66 72619 2522
7.0 0.23 3.53 92593 3634

a in units of 1040h3 erg s−1 cMpc−3.

discussion of the 21-cm signal obtained from the simulations
we refer the reader to Ma et al. in prep.

2.3 [O iii] line emission

FIR/optical [O iii] lines are excellent targets to study the
high-redshift large-scale structure (Moriwaki et al. 2018).
Emission lines of highly ionized heavy elements including
[O iii] lines originate from H ii regions around young and
massive stars, and thus, they directly trace the ionizing
sources. In addition, they are easier to model compared to
those emitted from both neutral and ionized regions, such as

[C ii] line. Among them, the [O iii] 5007Å line is one of the
easiest to model because the electron density in H ii regions,
which cannot be properly resolved in simulations as large
as those adopted here, does not affect its luminosity. In this
paper, we thus investigate the [O iii] 5007Å line. If we con-
sidered the FIR [O iii] line instead, the detectability would
change depending on the emission strength but the overall
results would still hold as long as the electron densities do
not vary substantially from galaxy to galaxy.

To compute the line luminosity, LOIII
, we use a li-

brary generated with the photoionization code cloudy

(Ferland et al. 2017) as in Moriwaki et al. (2018), which
contains the line luminosity relative to the Hβ luminos-
ity with the case-B approximation, LcaseB

Hβ . The [O iii]
5007Å line luminosity is calculated as

LOIII
= (1− fesc)COIII

(Z,U, n)LcaseB
Hβ , (4)

where COIII
is the line luminosity ratio calculated with

cloudy, Z is the mean gas metallicity of a galaxy, U is the
ionization parameter, and n is the electron density. We cal-
culate the ionization parameter as (e.g. Panuzzo et al. 2003)

U =
3α2/3

B

4c

(3Ṅionn
4π

)1/3
, (5)

where αB is the case-B hydrogen recombination coefficient,

c⃝ 0000 RAS, MNRAS 000, 1–7

36 CHIME COLLABORATION

Figure 18. The stacked signal at �⌫ = 0MHz as a function of right ascension offset (��) and declination offset (�✓) for the QSO catalog.
The top row shows, from left to right, the data, best-fit model, and residual. The second row shows, from left to right, the result of stacking
the QSO catalog on a Gaussian noise realization, stacking the QSO catalog on a jackknife of even and odd days, and stacking a random mock
catalog on the data. The third row shows a slice of the data in black and best-fit model in red at �✓ = 0° on the left and �� = 0° on the right.
The bottom row shows, for these same slices, the residuals in black compared to the Gaussian noise realization in dark blue, the jackknife in
light blue, and the random mock catalog in orange. Note that to facilitate the comparison, the slices in the bottom row have been offset by an
amount indicated by the dotted line of the same color.

The	CHIME	collaboration	2022



Signals	to	cross	with	21cm	during	EoR/CD
1.		Cosmic	Backgrounds	(difficult	to	get	good	S/N	because	signal	integrates	
over	redshift)		
(i)		CMB	(e.g.	kSZ	with	SPT/ACT/SO;	e.g.	Ma+2018;	LaPlante+2022)	

(ii)	NIR	(e.g.	CIBERII	Mao	2014)	
(iii)	XRB	(Athena)		e.g.	Ma+2018	

2.		Resolved	Galaxies	(need	wide	and	deep,	and	redshifts	to	better	than	
percent	precision->	grism	or	multi-object	spectroscopy)			
(i)			ROMAN	grism	(e.g.	Vrbanec+2020;	LaPlante+2023)	
(ii)		SUBARU	narrow-band	(e.g.	Sobacchi+	2016;	Vrbanec+2020;	Hutter+2017;	Kubota+	2020;	
Heneka	&	Mesinger	2020);	

(iii)		SUBARU	spectroscopy	with	PFS	
(iv)		ELT	spectroscopy	(Gagnon	Hartman+	in	prep)	

3.		Intensity	mapping	(best	footprint	overlap;	signal	is	generally	faint	at	z>6)		
(i) 		Lya	-	SPHEREx	(e.g.	Heneka	&	Cooray	2021)	CDIM	(Cooray+2016)	
(ii)		OIII	-	SPHEREx	(Kana+	2019;	Moriwaki+2019;	Schengqi+2021)	
(iii)		CII	-	CONCERTO	(Lagache+2017),		TIME-Pilot	(Crites+2014),	CCAT-prime	(Parshley+2018)



adapted	from	C.	Chiang	

SKA-low

z ∼
5

Where	we	should	be	>2030-2040

High	S/N	map	of	~50%	of	
the	observable	Universe	



David Prelogović and Andrei Mesinger: How informative are summaries of the cosmic 21-cm signal?
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Fig. 6. Distribution of the Fisher information (det F) across the prior volume, for all summaries considered in this work. For the IMNN summary,
we use the weights that give the highest median value (corresponding to 90k epochs; see Fig. 5). On the top axis we denote the corresponding
relative improvement in the single parameter variance (Eq. 26), normalized to its median value of the 2DPS summary. The 2DPS has the largest
median value of all of the individual summaries, while the combination of the 2DPS + IMNN dramatically outperforms every individual summary.
See Table 1 for quantitative values.

Among the individual summaries, the 2DPS is a clear win-
ner. In comparison, the 1DPS has roughly a factor of two smaller
Fisher information across the prior volume, which translates to
a ⇠ 15% larger single parameter variance (Eq. 26). This shows
that indeed the anisotropy of the cosmic 21-cm signal helps in
parameter recovery, though not very significantly. The distribu-
tion of the 2DPS Fisher information is also relatively narrow, in-
dicating its constraining power does not vary enormously across
parameter space, compared to most other summaries.

The median Fisher information of the IMNN is comparable
with that of the 1DPS. However, the IMNN results in the widest
distribution of all of the summaries. This means that the com-
pression that the IMNN learned at ✓fid can be much more in-
formative but also much less informative, depending on the pa-
rameter choice. Therefore, if one has a good idea of where the
maximum likelihood value will be (e.g. from complementary ob-
servations; Park et al. 2019; Abdurashidova et al. 2022; HERA
Collaboration et al. 2023; Breitman et al. 2024), it could be ben-
eficial to train the IMNN at that “best guess” value and use the
resulting summary in inference. An optimal strategy could be to
perform inference using the 2DPS in order to obtain the maxi-
mum likelihood, train the IMNN at this ML parameter combi-
nation, then perform inference again using the resulting IMNN
summary.

The wavelet summary results in a median Fisher information
that is a factor of ⇠300 smaller than that of the 2DPS at their me-
dian values (factor of ⇠3 increase in the single parameter vari-
ance (Eq. 26). Intuitively, one would expect more information
content in wavelets compared with the PS, as they e↵ectively
include higher order correlations. However, our WST followed
the definition in Greig et al. (2022, 2023), in which the wavelets
are only computed at one slice for each redshift chunk. Thus,
the physics-rich, line-of-sight modes inside each redshift bin are
lost for this choice of WST. The weaker performance of the WST
compared to the power spectra implies that there is more infor-
mation in the line-of-sight modes than there is in higher-order
correlations of the transverse modes.

We note that recent works also using 2D wavelets achieved
better results than we do here (Greig et al. 2022; Hothi et al.
2023). However, their analysis di↵ers from ours. In particular,
they use more redshift bins and they do not average the coe�-
cients over the sky-plane (rolling the filter as described above).
We confirm that without the additional smoothing that we per-
form in this work, the Gaussian approximation for the likeli-
hood that is intrinsic to the Fisher estimate (c.f. Eq. 4) is notably
worse, for both the wavelets and the RNN. Therefore, the higher
wavelet information found by Greig et al. (2022); Hothi et al.
(2023) could be partially due to a less appropriate application of
the Fisher estimate. Alternatively, the information content could
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Where	we	should	be	>2030-2040
High	S/N	map	with	the	SKA	

• optimal	compression	of	non-Gaussian	signal	(e.g.	bispectrum,	
Minkowski	functionals,	wavelets,	data-driven	compression…)	

Prelogović	&	AM	2024	
(see	also,	e.g.	Watkinson+2017;	Majumdan+2020;	Chen+2019;	Giri&Mellema2021;	Kamran+2023…)

Compare	constraining	
power	of	different	
summaries	across	
prior	volume



Where	we	should	be	>2030-2040
High	S/N	map	with	the	SKA	

• optimal	compression	of	non-Gaussian	signal	(e.g.	bispectrum,	
Minkowski	functionals,	wavelets,	data-driven	compression…)	

• do	we	actually	know	the	likelihood	analytically?		—>	
Simulation	Based	Inference	(SBI)	



Simulation	Based	Inference	(SBI)

No	need	for	an	analytic	
likelihood!!!		
difficult	to	write	down	for	non-
Gaussian	and	correlated	
observations

Inference	using	SBI:	if	including	all	main	sources	of	stochasticity,	
each	forward	model	is	a	sample	from	the	joint	distribution	of	
model	&	data.		The	likelihood	can	just	be	fit	with	NDEs.

21-cm likelihood 3

Figure 1. Schematic of our simulation pipeline. Starting from
the cosmological signal computed with 21cmFAST, we remove the
mean of the signal, add noise corresponding to a 1000h SKA1-Low
observation, and perform a foreground cut below the horizon limit
(see text for details). Finally, we bin the lightcone and compute
the 1D power spectrum in each bin.

2 SIMULATING 21-CM OBSERVATIONS

Inference, whether using SBI or with an explicit likelihood,
requires an accurate simulator to generate mock observables
from samples of astrophysical/cosmological parameters. Our
simulation pipeline is illustrated in Figure 1. It consists of
the following steps:

• Cosmological signal - we simulate a realization of the 21-
cm lightcone (more precisely a light "cuboid"), corresponding
to a sampled parameter vector, ✓̃, and a sampled random seed
for generating the initial conditions.

• Mean removal - we remove the mean from each red-
shift/frequency slice, to account for the inability of interfer-
ometers to measure the k? = 0 mode.

• + SKA Noise - we add a realization of noise correspond-
ing to a 1000h integration with SKA1-Low.

• + Horizon cut - we remove a foreground-dominated
“wedge” region by zeroing the corresponding Fourier modes.

• 1D Power Spectrum - we cut the lightcone into blocks
of equal conformal length along the redshift axis, computing
the 1D PS for each block. This results in �2

21(k, z) that we
use as our summary statistics throughout this paper.

Below we briefly describe these steps in more detail.
To compute the cosmological signal from the first step, we

use the public, semi-numerical code 21cmFAST v33 (Mesinger
et al. 2011; Murray et al. 2020), with the galaxy parametriza-
tion from Park et al. (2019). The code generates a realization
of the initial density and velocity fields, and evolves them
with second order Lagrangian perturbation theory (2LPT;

3 https://github.com/21cmfast/21cmFAST

Scoccimarro 1998). From the evolved density fields, the con-
ditional halo mass function is used to compute the spatial
fluctuations in the galaxy field (e.g. Barkana & Loeb 2004).
The inhomogeneous reionization field is obtained by compar-
ing the number of ionizing photons to the number of recombi-
nations, in regions of decreasing radii (Furlanetto et al. 2004;
Sobacchi & Mesinger 2014). Soft UV and X-ray photons that
have much longer mean free paths are instead tracked by in-
tegrating the local emissivity back along the lightcone, for
each simulation cell. These radiation fields then impact the
temperature and ionization state of each IGM cell. For more
details, interested readers are encouraged to see (Mesinger &
Furlanetto 2007; Mesinger et al. 2011).

Our simulations correspond to 300 Mpc boxes, with a cell
size of 1.5 Mpc. The choices of astrophysical galaxy parame-
ters are discussed in the following section. We interpolate be-
tween adjacent comoving snapshots, also accounting for sub-
grid redshift space distortions (e.g. Mao et al. 2012; Jensen
et al. 2013; Greig & Mesinger 2018), creating a lightcone of
the cosmic signal extending from redshift 30 to 5 (see the top
panel of Fig. 1).

SKA1-Low uv coverage and thermal noise are calculated
using tools21cm4 (Giri et al. 2020). We assume a tracked scan
of 6h per day, 10s integration time, for a total of 1000h, using
only the core stations (baseline  2km). After subtracting
the mean signal from each slice in the lighcone and adding
the thermal noise corresponding to this uv coverage, we also
remove a foreground-contaminated “wedge” (Morales et al.
2012; Vedantham et al. 2012; Trott et al. 2012; Parsons et al.
2014; Pober et al. 2014; Liu et al. 2014a,b; Murray & Trott
2018; Liu & Shaw 2020). Conservatively, we remove (zero)
all modes below the horizon limit, which can be expressed
as a slope in the line-of-sight (kk) vs. sky-plane (k?) Fourier
modes:

kk  k?
E(z)
1 + z

Z z

0

dz
0

E(z0)
, (3)

where E(z) =
p

⌦m(1 + z)3 + ⌦⇤. For more details on the
telescope noise and foreground avoidance implemented in this
work, we refer reader to Prelogović et al. (2022).5

After the telescope effects are included, we cut the result-
ing 21-cm brightness temperature lightcone, �Tb(x, z), along
redshift axis into chunks of 300Mpc and compute the 1D PS
on each section as:

�T̄
2
b �

2
21(k, z) ⌘

k
3

2⇡2V

D���Tb(k, z)� �T̄b(z)
��2
E

k
, (4)

where z is the central redshift of each chunk. This 1D PS
serves as our summary statistic throughout this work.

2.1 Model parameters

We characterize the unknown UV and X-ray properties of
high-z galaxies using the model from Park et al. (2019). The

4 https://github.com/sambit-giri/tools21cm
5 The only difference with respect to the method described in
Prelogović et al. (2022) is that we do not apply a “rolling” of the
wedge filter, more relevant for 21-cm images. As the 1D PS used
here is computed in (binned) Fourier space, it is sufficient to apply
the wedge filter once per the lightcone chunk on which the PS is
calculated.
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x	10k	samples

• Pull from the prior
• Pull from the likelihood

   i.e. simulate and compress

• Repeat many times
• Fit the distribution with 
 Neural Density Estimators (NDE)
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Simulation	Based	Inference	(SBI)

No	need	for	an	analytic	
likelihood!!!		
difficult	to	write	down	for	non-
Gaussian	and	correlated	
observations

Inference	using	SBI:	if	including	all	main	sources	of	stochasticity,	
each	forward	model	is	a	sample	from	the	joint	distribution	of	
model	&	data.		The	likelihood	can	just	be	fit	with	NDEs.

21-cm likelihood 3

Figure 1. Schematic of our simulation pipeline. Starting from
the cosmological signal computed with 21cmFAST, we remove the
mean of the signal, add noise corresponding to a 1000h SKA1-Low
observation, and perform a foreground cut below the horizon limit
(see text for details). Finally, we bin the lightcone and compute
the 1D power spectrum in each bin.

2 SIMULATING 21-CM OBSERVATIONS

Inference, whether using SBI or with an explicit likelihood,
requires an accurate simulator to generate mock observables
from samples of astrophysical/cosmological parameters. Our
simulation pipeline is illustrated in Figure 1. It consists of
the following steps:

• Cosmological signal - we simulate a realization of the 21-
cm lightcone (more precisely a light "cuboid"), corresponding
to a sampled parameter vector, ✓̃, and a sampled random seed
for generating the initial conditions.

• Mean removal - we remove the mean from each red-
shift/frequency slice, to account for the inability of interfer-
ometers to measure the k? = 0 mode.

• + SKA Noise - we add a realization of noise correspond-
ing to a 1000h integration with SKA1-Low.

• + Horizon cut - we remove a foreground-dominated
“wedge” region by zeroing the corresponding Fourier modes.

• 1D Power Spectrum - we cut the lightcone into blocks
of equal conformal length along the redshift axis, computing
the 1D PS for each block. This results in �2

21(k, z) that we
use as our summary statistics throughout this paper.

Below we briefly describe these steps in more detail.
To compute the cosmological signal from the first step, we

use the public, semi-numerical code 21cmFAST v33 (Mesinger
et al. 2011; Murray et al. 2020), with the galaxy parametriza-
tion from Park et al. (2019). The code generates a realization
of the initial density and velocity fields, and evolves them
with second order Lagrangian perturbation theory (2LPT;

3 https://github.com/21cmfast/21cmFAST

Scoccimarro 1998). From the evolved density fields, the con-
ditional halo mass function is used to compute the spatial
fluctuations in the galaxy field (e.g. Barkana & Loeb 2004).
The inhomogeneous reionization field is obtained by compar-
ing the number of ionizing photons to the number of recombi-
nations, in regions of decreasing radii (Furlanetto et al. 2004;
Sobacchi & Mesinger 2014). Soft UV and X-ray photons that
have much longer mean free paths are instead tracked by in-
tegrating the local emissivity back along the lightcone, for
each simulation cell. These radiation fields then impact the
temperature and ionization state of each IGM cell. For more
details, interested readers are encouraged to see (Mesinger &
Furlanetto 2007; Mesinger et al. 2011).

Our simulations correspond to 300 Mpc boxes, with a cell
size of 1.5 Mpc. The choices of astrophysical galaxy parame-
ters are discussed in the following section. We interpolate be-
tween adjacent comoving snapshots, also accounting for sub-
grid redshift space distortions (e.g. Mao et al. 2012; Jensen
et al. 2013; Greig & Mesinger 2018), creating a lightcone of
the cosmic signal extending from redshift 30 to 5 (see the top
panel of Fig. 1).

SKA1-Low uv coverage and thermal noise are calculated
using tools21cm4 (Giri et al. 2020). We assume a tracked scan
of 6h per day, 10s integration time, for a total of 1000h, using
only the core stations (baseline  2km). After subtracting
the mean signal from each slice in the lighcone and adding
the thermal noise corresponding to this uv coverage, we also
remove a foreground-contaminated “wedge” (Morales et al.
2012; Vedantham et al. 2012; Trott et al. 2012; Parsons et al.
2014; Pober et al. 2014; Liu et al. 2014a,b; Murray & Trott
2018; Liu & Shaw 2020). Conservatively, we remove (zero)
all modes below the horizon limit, which can be expressed
as a slope in the line-of-sight (kk) vs. sky-plane (k?) Fourier
modes:

kk  k?
E(z)
1 + z

Z z

0

dz
0

E(z0)
, (3)

where E(z) =
p

⌦m(1 + z)3 + ⌦⇤. For more details on the
telescope noise and foreground avoidance implemented in this
work, we refer reader to Prelogović et al. (2022).5

After the telescope effects are included, we cut the result-
ing 21-cm brightness temperature lightcone, �Tb(x, z), along
redshift axis into chunks of 300Mpc and compute the 1D PS
on each section as:

�T̄
2
b �

2
21(k, z) ⌘

k
3

2⇡2V

D���Tb(k, z)� �T̄b(z)
��2
E

k
, (4)

where z is the central redshift of each chunk. This 1D PS
serves as our summary statistic throughout this work.

2.1 Model parameters

We characterize the unknown UV and X-ray properties of
high-z galaxies using the model from Park et al. (2019). The

4 https://github.com/sambit-giri/tools21cm
5 The only difference with respect to the method described in
Prelogović et al. (2022) is that we do not apply a “rolling” of the
wedge filter, more relevant for 21-cm images. As the 1D PS used
here is computed in (binned) Fourier space, it is sufficient to apply
the wedge filter once per the lightcone chunk on which the PS is
calculated.
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(see	also	Zhao+2022,	Saxena+2023)	

x	10k	samples



Where	we	should	be	>2030-2040
High	S/N	map	with	the	SKA	

• optimal	compression	of	non-Gaussian	signal	(e.g.	bispectrum,	
Minkowski	functionals,	wavelets,	data-driven	compression…)	

• do	we	actually	know	the	likelihood	analytically?		—>	
Simulation	Based	Inference	(SBI)	

• emulating	maps	(do	we	trust	emulators?)	
Conditional Diffusion Model for Astrophysical images 5

Figure 2. Conditional image generation from Simulation, DDPM, and StyleGAN2, at the testing set (T̃vir , Z̃ ) = (0.200, 0.800) .

Figure 3. The reduced scattering coefficients over different scales 9 and angular frequency ; for conditional image generation. These coefficients are calculated
from images with a grid size of (64, 64) and have the wavelet parameters � = 5 and ! = 4. The zeroth-order coefficient (0 is the spatial average of the input
image. The first-order coefficient (1 ( 91 ) is the results averaged over orientation ;1. For each scale 91, the second-order coefficient (2 has the scale 92 > 91 and
is a function of the separation of two orientations (;2 � ;1 )%! = {0, 1, 2, 3}. For simplicity, here we only show the coefficients with (;2 � ;1 )%! = {0, 1}. For
StyleGAN2, the (0 shows a larger variance, and the (1 and (2 show a slightly larger bias in some scales than DDPM.

analysis, we also generate samples around two of these testing sets,
which will be discussed in Section 5.2.

5 RESULTS

For astrophysical applications, image generation should be made
conditional on some information in need, e.g. initial conditions, cos-

mological or astrophysical parameters, so that we can perform the
Bayesian inference of these parameters from observations. Thus, we
focus on the comparison of conditional image generations between
the two generative models.

We train the conditional generative models on several datasets with
increasing sample sizes. After training, we generate 800 images con-
ditional on the five testing sets. Then we compare the distribution of
the scattering coefficients calculated from the generated images with

MNRAS 000, 1–13 (2015)

Zhao+	(2023)



Where	we	should	be	>2030-2040
High	S/N	map	with	the	SKA	

• optimal	compression	of	non-Gaussian	signal	(e.g.	bispectrum,	
Minkowski	functionals,	wavelets,	data-driven	compression…)	

• do	we	actually	know	the	likelihood	analytically?		—>	
Simulation	Based	Inference	(SBI)	

• emulating	maps	(do	we	trust	emulators?)	
• how	well	do	we	trust	our	simulators	(analytic,	semi-numeric,	
moment-based	RT,	ray	tracing,	hydro…)??	

AM+	(2011)



Conclusions
• The	cosmic	21cm	signal	will	allow	us	to	learn	the	average	UV	and	Xray	
properties	of	the	unseen	first	galaxies.	

• 	SKA	will	also	open	a	new	window	on	physical	cosmology,	e.g.	
• exotic	heating	processes,	e.g.	DM	annihilations	and	decay	
• standard	ruler	at	z=10-15	from	velocity-induced	feedback	on	galaxies	

• Upper	limits	on	the	21-cm	power	spectrum	by	SKA	precursor,	HERA,	imply	
some	heating	of	the	IGM	by	z>10.	

• If	heating	is	provided	by	high	mass	X-ray	binary	stars,	they	are	likely	more	
luminous	then	local	ones,	likely	due	to	their	low-metallicities.		

• Future	detections	will	need	cross-correlations	with	signals	of	known	origin	
in	order	to	be	believed.	

• High	S/N	maps	of	half	of	our	observable	Universe	should	be	enabled	by	the	
SKA	over	the	next	couple	of	decades,	ushering	in	a	Big	Data	revolution


