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1. China SRC：development
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2016 SKA workshop on SDP&HPC

• First international workshop on SKA computing and data challenges

• Shanghai proposed ambitious plan to support SHAO in hosting the SKA Asian Science Centre

• Shanghai's commitment to playing a key role in this frontier science project

SKA亚洲科学中心建设项目已列入上海市科技创新“十三五”规划,希望上海市能成为承载SKA项目的重要城市



SHAO engages in SKA and SRC

Shanghai Observatory signed MoUs with SKAO and ICRAR. Solidifying 
Shanghai's participation and contributions in SKA Regional Centre



Pioneering SRCNet concept study: 
ERIDANUS 
● ICRAR, SHAO, CSIRO 

● Asia-Pacific SRC network concept - one of 

major conceptual programs  

● Objectives:
○ foster academia-industry collaborations 

○ Personnel training 

○ Infrastructure preparation

● Outcomes
○ Aus-China SKA big data workshop

○ Successful 5Gbps data transfer bw Shanghai-Perth

○ personnel & expertise exchange 
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2017/2018  SKA Big Data Workshops in Shanghai



Transcontinental Big Data Transfer - Technical Challenges 
and Explorations for Future SRC Operations

Shanghai – Perth 5 Gbps

MWA/GLEAM-X

ASKAP/VAST
中国科技网(CSTNET)



SKA shakes hands with SUMMIT

● LARGEST SKA workflow, the largest workflow in astronomy by ICRAR, ORNL, SHAO

● Simulated 6 hours of EoR observations, peak workflow required 99% of world's #1 

SUMMIT (~200Pflops), SKA is a real big data challenge!

● "data acquisition (SKA-Low) - calibration - imaging - post-processing (SDP) -
intercontinental transmission - deep imaging (SRC)” – showcase SKAO-SRCNetwork

● Scientists have technical tools for processing SKA big data!

● Recommended by DG, in 2020 Gordon Bell Prize (‘Nobel Prize in HPC’) finalist
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Milestone: first SRC prototype in 2019
● 2019 SKA Engineering Meeting, co-hosted by the SKAO and MOST

● 200+ scientists and engineers all together in Shanghai China

● 5 Days seminar + 2 telescope site visit + 1 Demon + 1 Prototype

● Chinese major contributions: first SKA-Mid antenna prototype, first SRC prototype

● A key milestone of SRC: Concept -> Prototype
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China SRC prototype: milestone

● China team exhibits China SRC prototype, high praise from community

● The prototype was recognized as the world's first dedicated SKA Regional 

Centre prototype, making a significant contribution to the SKA project.

● International review panel led by SKA D-G and SRC Chair acknowledged 

China's leading role in technical validation, standard setting and practice.
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Strengthen International Cooperations



Supporting Science Users 



Powering Groundbreaking Discoveries

GLEAM-X PI：
ChinaSRC is one of the data processing facility，
Nature publication

Optimize pipeline for VAST data processing
Faster, Image with better quality ，more efficient
Integrable to large scale supercomputer 
also fit in other ASKAP pipeline

 MWA/GLEAM-X

 ASAKP/ VAST

 Others : ASKAP/FLASH, POSSUM, EMU



SKA Data Challenges

• SDC1: participation, Shanghai team obtained final highest score

• SDC2: support 5 teams, two submitted 

• SDC3: China SRC support 3 teams, and 4 downloading only teams

• supported the largest number of teams and participants among the 12 global nodes



Summer Schools
• Training SKA students and young researchers

• SKA summer schools 



SKA Data Processing Summar School



2. China SRC: current status
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China SRC prototype: status (2024)

• Compute: 

• 35 Intel x86 CPU nodes -> 2400 cores

• 12 ARM CPU nodes -> 1152 cores, max 96 

cores/node

• 4 GPU nodes -> 16 Nvidia V100, 8 A40

• Storage and file system: 9PB 

• Inter-connection: 100-200Gb/s IB 

connection

• Memory: 84TB in total, 4TB/node (max), 

36GB/core (max)

• Tran-continental internet:
• 10   Gbps  international network for datalake; 

• 100 Gbps to be considered by 2026; 

• 200 Mbps routine links with other SRC nodes
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China SRC: Tailored for SKA's Data Processing Demands

 Hybrid Heterogeneous Architecture: a mixed architecture that can flexibly 

meet various resource requirements, including compute-intensive, data I/O-

intensive, and memory-constrained tasks.

 Data Constellation: SKA bottleneck: data movement 

 Idea: Place compute close to data; Solution: Highly integrate compute, storage, and 

network to reduce data movement and improve efficiency

 Optimized Efficiency: optimized the system for computational efficiency, 

memory input/output capacity, and data input/output bandwidth.

 High-Speed Network Interconnectivity: 100/200Gbps, accelerates data 

processing for complex computations.
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Example: China SRC prototype vs traditional 
HPC

• Traditional HPC: compute intensive

• SKA: large data volumes, large file sizes, 
lots of small files -> Data intensive, memory 
constraints, I/O constraints ->   

• High performance computing nodes

• Large memory size, memory bandwidth

• parallel computing and scalable file 
systems, High bandwidth, low latency 
storage 

• High-bandwidth networking

• Example: 4 TB of memory per node enables SHAO's compute nodes to process 
the longest baselines of ASKAP up to 6 km.

ICRAR reports on China SRC prototype vs CSIRO 

servers during the 2019 SKA Engineering Meeting
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Sciense user case 1

The GLEAM pipeline and 
workflow in ChinaSRC

• The GLEAM survey is the largest radio 

continuum survey in the southern 

hemisphere, mapping the entire sky below 

30°declination from 72 to 231 MHz.

• MWA Phase II doubled the observing tiles 

and baselines, enhancing sensitivity and 

resolution, but increasing data processing 

complexity.

• ChinaSRC has deployed the GLEAM-X 

pipeline and will support GLEAM-X and 

POGS-X projects, enabling groundbreaking 

discoveries in cosmological magnetism.



Sciense user case 2

An optimized transient detection pipeline for the 
ASKAP Variables and Slow Transients (VAST) survey

•The universe is full of high-energy transient events, 

offering insights into cosmological phenomena like 
gamma-ray bursts and fast radio bursts.

•Large-scale surveys like ASKAP's VAST are 

designed to detect and characterize a wide range of 

transient and variable objects across the 
electromagnetic spectrum.

•This paper presents an optimized transient 

detection pipeline for VAST, improving processing 

efficiency and imaging fidelity to handle ASKAP's 
vast data volumes effectively.



Sciense user case 3

A parallel optimization of pulsar search pipeline

An optimized PRESTO based pulsar search 

pipeline is deployed in CNSRC to greatly 

improve the pulsar search efficiency on both 

x86 and ARM nodes, speeding up the 

computing by factors of 10.4-12.2 and 24.5-

25.8, respectively (Wei et al. 2023). The 

pipeline is applied to the southern-sky MWA 

rapid two-meter program, as well as other SKA 

pathfinders like Parkes, uGMRT, and FAST. 



SRC Steering Committee

SKA Regional Centre white paper 

Chinese SRC team building

SRC working groups

2nd f2f meeting, Shanghai



SRC working groups

CNSRC Co-chair WG1 data and network

Participate all other WGs



SRCNet Prototyping



SRCNet Prototyping PI15-22

PI17

Blue-lavender team 
Gold team (International + 
National level)  



SRCNet Prototyping  PI15-22

Rucio – network of data lakes
China SRC is one of the nodes



SRCNet prototype -> mini-SRC -> SRCNet v0.1



China SRC and user community team



Summary

2019 2024 2029

• 回顾过去，我们经历了两个重要时刻，都与上海有不解之缘。
• Two important moments in past years, both tied to Shanghai

• 2019年，SKA工程会议见证了首个SRC原型机的建立，推进了从概念研究到原型
建造的过渡。2019 SKA Engineering Meeting, SRC: conceptual study -> 

prototype contruction 

• 2024年的SRCNet研讨会将进一步推动从原型系统到实体运行的进程，标志着
SRC发展历程中的另一个重要里程碑。2024 SRCNet, SRC: prototype -> 

operation



2024 SKA SRCNet Development Workshop


