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China SRC prototype: status (2024)

• HW
• Compute: 
• 35 Intel x86 CPU nodes -> 2240 cores, with 128 cores/node

• 12 ARM CPU nodes -> 1152 cores, with 96 cores/node

• 4 GPU nodes -> 16 Nvidia V100, 8 A100

• Distribute Storage : ~ 9PB
• Inter-connection: 100-200Gb/s connection
• Memory: maximum 4TB/node, max 36GB/core
• Tran-continental internet:
• 10Gbps international link; 
• 100 Gbps to be considered by 2026; 
• 200Mbps with other SRC nodes

• SW
• SLURM/MODULE/Container/Instance

• Science 
• MWA/ASKAP/MeerKAT



Our Preparation Storage/Computer  Resources
cnSRC commit support to 1PB by 2024 (2PB by 2025)/0.175PFLOPS



SRC v0.1 Compliance Summary

1Gbps => 10Gbps



CSTNet in the Coming 3 Years from CNIC

Human-machine-physical integration information 
infrastructure innovation and test platform

• 16 cities ,140  research facilities
• SDN , IPv6+, SRv6 Service-oriented Slice
• Multiple 100G international network
• Integrating 1000 Pflops
• 100PB data storage backup 
• AIOps platform
• Cloud network integration technology 

innovation and verification platform



Some of previous work

rucio
carta
aladin
AAI
+70 software
Over 300 versions



cnSRC is more than a cluster

x86 CPU NVIDIA GPU ARM CPU

• Heterogeneous compute resource to explore
• Intel x86 CPU, Kunpeng ARM CPU, NVIDIA GPU
• Tiered storage: NVMe online SSD, HDD archive storage

• Service covering SKA beginners to experts
• Documents for beginners to start the first SRC task  
• Assist experts to port and optimize applications
• Allow “guru” users to run root apps on bare metal nodes

• Wide interdisciplinary inter-institute collaboration
• Collaborate with Shanghai Jiao Tong University’s HPC 

Team on BigData, HPC, and Cloud orchestration, who 
hosts top campus-level compute platform with 100K CPU 
cores + 65PB storage.  



Our focus：Lesson from SKA Pathfinder

• Lessons:

• MWA /GLEAM

• ASKAP /VAST

one of the two data processing and 
storage centres for the GLEAM-X 

project

Hurley-Walker et 

al. 2022 Nature
Polarization data 

processing was 

partly completed 

at China SRC



Our focus：Lesson from SKA Pathfinder

• Lessons:

• MWA /GLEAM

• ASKAP /VAST

• The optimized pipeline is integrated 

into DALiuGE, can be used in 

supercomputers

• The method other ASKAP pipelines.

A series of papers using 

VAST data and the 

prototype of the China 

SKA Data Centre, 

attention by 

international  media. 

VAST team has signed 

MoU with China SRC

Wang et al. 2023, MNRAS: implemented on China SRC

Tao An, et al. 2023



Our focus：Support SKA1 earliest data

• Plan:

• cnSRC will support SKA1 
earliest data processing



Advantage of cnSRC Node

• Dedicated for SKA prototype, fully controlled

• Experience of SKA pathfinder data processing, had generate a
lot of science outcomes

• Robust team for SKA SRC

• Science support for

• EoR/Pulsar/Magnetic/Transient/VLBI/Continuum/SDC



Challenges and Limitations

• Possible limitations in resource provision in terms of hardware
and funding for future expansion.

• Challenges in meeting the minimum requirement of 5PB of
online storage and 0.175 PFLOPS compute capability by Jan
2025.

• Resource share plan

• Storage：full time

• Computer：peak/partly

• Exposed to several main SRC Node（whitelist）



• Collaboration with other SRCs to enhance the SRCNet v0.1
deployment.
• SKAO/UKSRC/AUSSRC/JPSRC/KRSRC/SPSRC…
• Institute, University, company, …

• Potential areas for contribution beyond hardware resources:
Software development, operations monitoring, supporting
operational tasks.

Collaboration and contribution plans




