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The guest star reported by Chinese astronomers in 1054 
and cited in the highlighted passages in this text from 
1414 is identified as SN 1054

https://en.wikipedia.org/wiki/SN_1054


SKA: World’s Biggest Telescope

Sensitive to detect airport on planet tens of 

light years away  

SKA equivalent to 100 times global internet traffic  

Central computer equivalent to 100 million PCs 

SKA Amazing Facts









SRCNet principles: Data Management

• Storing SKAO data growing at up to 550 
PBytes each year will be a challenge 
• (plus user-generated data toox) 

• Roughly 5-10 million dollars per year in new 
data, for one copy

• Global data management within SRCNet 
should enable best possible use to be made of 
available storage resources

• Avoid unnecessary duplication and transfers
• Support mirroring of popular data products to 

enhance user experience

• Exploration of data managements systems 
able to handle Exabytes



SRCNet principles: Collaboration and 
Reproducibility

• Most SKA projects will be 
collaborative

• SRCs will provide collaborative 
tools
• Sharing components
• Single Sign-on 

• Support to workflows
• Provenance metadata
• Science Reproducibility at the 

level of workflows is essential 
as data should not be 
downloaded

VOSpace



SRCNet principles: Use of Standards

• Build SKA science 
archive around FAIR 
and IVOA standards

• Ensure 
interoperability with 
other archives and 
other experiments

• Strong adherence to 
the FAIR principles

• Give credit 
appropriately to all 
contributors to a team



SKA Regional Centre Capabilities Blueprint

Interoperability
Heterogeneous SKA data from 
different SRCs and other 
observatories

Visualization
Advanced visualizers for SKA 
data and data from other 
observatories

Science Enabling Applications
Analysis Tools, Notebooks, 

Workflows execution
Machine Learning, etc

 

Distributed Data Processing
Computing capabilities provided 
by the SRCNet to allow data 
processing

Data Discovery
Discovery of SKA data from the 

SRCNet, local or remote, 
transparently to the user 

Data Management
Dissemination of Data to SRCs 
and Distributed Data Storage

Support to Science Community
Support community on SKA data 
use, SRC services use, Training, 

Project Impact Dissemination



https://tinyurl.com/2nmz4ysv



Nodes Layers



SDP

Ingestion 
Request Area

requests

processing

processed

failed

yaml/JSON/XML

SRCNet
Ingestion

data products

Metadata 
verification

SRCNet
Data 

Management

Data
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Data
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Data
Model



• Pros:
• Fast access to the data
• Not limited to relational access

• Cons:
• Unstructured Data may lead to complex analytic tools
• Latency
• Data Lineage
• Non-integrated data processing
• Data Domains not identified

Data Lake



Data Mesh: Domain Oriented

Data Cubes

Catalogues

Power Spectra
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Domain Data as a product

Code

Polyglot 
Data and
Metadata

Infrastructure

• Discoverable

• Addressable

• Self-describing

• Trustworthy

• Secure

• InterOperable



Data Product in Domain

Data Cubes 
Visualization

O Slice Data Cube per 
energy

Create Layer

Metadata

D



Slice Data 
Cube per 
energy
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Services View



Core Services View

Data Lake

Data 
Discovery Data Access

SRC 1

Metadata Data Computing

SRC 2

Metadata Data Computing

SDP

Computing Resources Computing Resources

Computing
Services

Ingestion

API
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Remote Data Operations

- Protocol close to IVOA SODA 
including other operations

- Operations to be included 
will be discussed and agreed 
due to scientific priority and 
feasibility (extension of 
current SODA services)

- Possible use of OpenAPI (this 
is under discussion at IVOA 
level)

Parser
Library

APIs API Declaration

Running 
Statically or 
Dynamic 
Invocation

Service
Discovery

Client

1

2

3



Computing Services API - IVOA view
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Step by Step
SRCNet v0.1



SRCNet v.1 Scope

Milestone Description SRCNet Functionality Scope (users)

SRCNet v0.1

First quarter of

2025

Opportunity to engage SRCNet 

with AA0.5 data transfer and 

access.

● Test data (and some precursor data) disseminated into a 

prototype SRCNet

● Data can be discovered through queries to the SRCNet

● Data dissemination to SRCNet nodes

● Data can be accessed through a prototype data lake

● Data replication. Data can be moved to a local SRC area where 

non-connected local interactive analysis portals (notebooks) 

could allow basic analysis

● Unified Authentication System for all the SRCs

● Visualisation of imaging data

SRC ART members

Members of SKA 

Commissioning team 



Basic Functionality Covered by v0.1

Computing
And Storage

IVOA TAP
IVOA SODA

Visualisation
Tools (local)

Analysis
Interfaces

User 
Interface

Python
Client

Data
Discovery

Data
Access

Ingestion Service
Prototype

• Common Authentication
• IAM

• Visualisation Tools (local)
• IVOA Protocols

• TAP, SODA
• Data Discovery and Access 

from Data Lake
• Ingestion Service Prototype
• Python Client

• Astroquery Module
• User Interface

• ESAP
• https://esap.srcdev.skao.int/

• Analysis Interfaces
• JupyterHub
• CANFAR Science Platform 

Note: Software Stack
Downselect Process
happening now

Common
Authentication

Test Data



Architecture Interfaces View

SRCNet v0.1

Other Interfaces:
Software Discovery
User/Groups
Collaboration
Provenance
Monitoring
Events



SRCNet v0.1 nodes requirement

https://docs.google.com/document/d/1PZ4Il_RgIs2rtR0X
awoAa0Q3FXycI4-4yhmjbbrDzLw/

https://docs.google.com/document/d/1PZ4Il_RgIs2rtR0XawoAa0Q3FXycI4-4yhmjbbrDzLw/
https://docs.google.com/document/d/1PZ4Il_RgIs2rtR0XawoAa0Q3FXycI4-4yhmjbbrDzLw/
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Thanks for your attention


