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Use domain-specific accelerators (GPUs, FPGAs, ASICs)

Exa-scale amounts of data 

Large computation -> Scalability in Multi-node

Multi-kernel -> Domain-specific computation

Shift the focus to Energy-to-Completion

Energy to completion

Global concern for energy 
consumption and lower 
carbon emission factor
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Roadmap
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Design Validation Profiling & 
Optimization

Design Space 
Exploration

Complete 
Execution Scheduling Design Space 

Exploration

*Non-unform points

FPGA Flow: For each 
Sub-Kernel

Divide the operation 
in Sub-Kernels

Synthesis

Analysis

Image 
cleanningApply Gains

Image DomainVisibility Domain

**

* *

Build a Library of 
accelerators
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Synthesis (NUFFTs)
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W-gridder Finufft

• Kashani et al. "HVOX: Scalable Interferometric Synthesis and Analysis of Spherical Sky Maps." (2023).
• Tolley et al. "BIPP: An efficient HPC implementation of the Bluebild algorithm for radio astronomy." (2023).
• Corda et al. "Near memory acceleration on high resolution radio astronomy imaging." MECO. IEEE, (2020).
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How do these algorithms map into an FPGA?

2DFFT 3DFFT



Finufft Synthesis
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FPGA

GPU

CPU

Bit. Lib

Exec. Lib

Exec. Lib
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Finufft Synthesis
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FPGA

GPU

CPU

Bit. Lib

Exec. Lib

Exec. Lib

3D FFT takes 40%-90% of the computation
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FFT HW Design and Exploration
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Characteristics Agilex 7 M-Series Dev Kit Alveo V80 Card

Internal memory 370Mb BRAM 132Mb BRAM + 541Mb URAM

High Bandwith Memory (HBM2e) 32GB @ 1TB/s 32GB @ 810GB/s

Compute Elements 3.9M LEs + 12.3K DSPs + 1.3M ALMs 2.6M LUTs + 10.8K DSPs

Max Power (TDP) (2x) 240 Watts 190 Watts

Global Memory (DDR4/5) 64 GB 32 GB

Comms 16x PCIe 5, CXL, GbE 116Gbps, fiber optic 2x PCIe 5

Technology 7nm Intel 7nm TSMC

Max Clock Freq 500MHz-1GHz 600MHz-1GHz



High-Level Synthesis (HLS) for FPGAs
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Characteristics HLS FPGA CUDA GPU

Programming support High High

Productivity (design time) Medium High

Energy Efficiency High Low-Medium

Latency Medium Low

Scalability High High

Flexibility High Limited

C/C++ 
with 

#pragmas

Characteristics:
• Mixed precision data types
• Parallel, pipeline and serial
• Resources constraints
• Code breakdown 
• Highly parametrizable

We teach HLS and Co-Design; used it to accelerate 
CNNs and genome alignment applications

CORE

Accelerator instance

Programable array

CORE

HLS is a good fit for changing SW, 
portable HW, and design explorations 
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HLS Design Flow
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Design Space Exploration Design Flow
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Run-time
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FFT HW Design and Exploration
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Design Variables
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3D FFT HW Preliminary Results
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Precision in for FINUFFT Synthesis (BIPP)
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Benefits of reduced 
precision:
• Energy
• Throughput
• Latency
• Storage

Sample data extracted from bipp execution, simulated with OSKAR for SKA-Low configuration



Precision in for FINUFFT Synthesis (BIPP)
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double FP40 float

RAM: 34GB 22GB 17GB

For 32x8196x8196:

Sample data extracted from bipp execution, simulated with OSKAR for SKA-Low configuration



Precision in for FINUFFT Synthesis (BIPP)
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double FP40 float

RAM: 34GB 24GB 17GB

For 32x8196x8196:

Sample data extracted from bipp execution, simulated with OSKAR for SKA-Low configuration



Conclusion & Follow Up
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Done
• Deploy flexible algorithms 

using FPGAs
• Accelerate kernels with 

an FPGA
• Explore the Design Space
• Share resources among 

different kernels

Ongoing Exploration
• FPGAs improve the 

energy consumption
• FPGAs match (even 

increase) the 
performance of GPUs

• Custom precision data 
formats are beneficial

• Solve memory-bounded 
workloads in FPGAs

• Reconfigure the FPGA at 
run-time for dynamic 
workloads

Inputs Needed
• Other algorithms to 

accelerate (i.e. ML)
• Dynamic range of real 

data (at different stages)
• Precision & latency 

requirements for different 
use cases

• Precision metrics (i.e. 
SNR)

• Scalability of algorithms
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Types of NUFFTs algorithms
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Kashani, Sepand, et al. "HVOX: Scalable Interferometric Synthesis and 
Analysis of Spherical Sky Maps." arXiv preprint arXiv:2306.06007 (2023).
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