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https://github.com/unibas-dmi-hpc/SPH-EXA

TGSF: The role of Turbulence and Gravity in Star Formation

B . gl EuroHP Allocation: 22,000,000 GPUh* on LUMI-G
e B uroHpC Duration: 12 months, Nov.’23 — Oct.’24 ! {LME B
Wy — *Largest allocation in Europe to date. Swiss scientists win time on top

European supercomputer

. https://skach.org/2024/01/08/swiss-scientists-
win-time-on-top-european-supercomputer/

Extreme Scale Access

Nows

Study the formation of pre-stellar cores and their initial __ Scalability limitation for
mass function at unprecedented resolution previous codes
Cosmology &
gY — Study turbulent transport and mixing
AStrOphySICS - More natural with
: Lagrangian codes
Contribute to the general theory of turbulence
(Lyapunov exponents)
Study the load imbalance, performance, and energy
consumption at unprecedented scales HPC research
Computer Science — — at extreme scale
Study large scale compression techniques for PASC ot princic
checkpointing, compression, and visualization inveSfigogf;rspéiggﬁgseing their new
N astrophysical simulation code,
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TGSF: The role of Turbulence and Gravity in Star Formation

Sonic scale (l,) : is the scale at which the transition from supersonic to subsonic turbulence occurs.

ls = ¢SL(M)_2

¢, encompases our lack of knowledge about the exact position of the Sonic scale. Usually taken as ¢, = 1

Nevertheless, a large-scale simulation (Federrath et al. 2021) has directly measured ¢, to be x2.4 smaller.

This pushes the collapse scale to smaller scales than previously considered and it has a critical relevance
in the predictive power of star formation theories.

In order to test this, self-gravity must be included in such simulations.

a
10¢ Dissipation

Turbulent Mach number

01" M-~

Supersonic  Driving +
cascade settling

Subsonic
cascade

Sonic scale

0.01 0.1 1
Spatial scale ¢/ L (Federrath et al., Nature Astronomy, 5, 2021)
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TGSF: The role of Turbulence and Gravity in Star Formation

FLASH

Eulerian code

10,0482 grid cells
Hydrodynamics only (no gravity)
CPU only (65,536 cores)

Lagrangian code

10,079° SPH patrticles
Hydrodynamics + gravity
CPU + GPU (16,416 GPUs)

~O5 4

Gas density contrast distribution of ISM turbulence. (Federrath et al., Nature Astronomy, 5, 2021) Velocity field distribution of subsonic turbulence. 300032 particles (SPH-EXA team, 2023)

Sustainability of Extreme-Scale Simulations with SPH-EXA 4



SPH-EXA: Smoothed Particle Hydrodynamics at Exascale

5P . .
M=':) is a scalable smoothed particle hydrodynamics

simulation framework interdisciplinarily co-designed

by computational physicists and computer scientists to exploit
Exascale supercomputers.

Sustainability of Extreme-Scale Simulations with SPH-EXA 5



SPH-EXA: Framework Components

SPH-EXA application front-

end

Parallel I/0O and test case setup (ICs)

Cornerstone

Octree and domain
decomposition
framework

SPMHYMX(

SPH

Hydrodynamics
solver

Ryoanji

N-body gravity
solver

Physics modules

Radiative cooling
Nuclear reactions
Star formation
Stellar feedback

Sustainability of Extreme-Scale Simulations with SPH-EXA



SPH-EXA: Optimization Strategy

50|
CXA
|

q
| —

Scalability Scheduling &
Load-balancing

weak, strong dynamic, adaptive
asynchronous
execution

@ on o
o

—

Heterogeneity

portability on
various CPU and
GPU architectures

011110100101010
100101010001010
1010ERROR010101
010001010011000
110001010010011

Fault-tolerance

silent error
detection and
recovery

Energy
measurement
reporting

\_ efficiency )
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Sustainable Computing Motivation — Astronomy and Astrophysics

‘ 7\ .. (A) Computina: bia data.

g Carbon footprint = energy used x carbon intensity ra

8C0e kWh ¢CO,elkWh
or
y sthe 'S of
I - tial making
N ) st
ASTRATECte +P_ ) x PUE .

EUROPEAN

ASTRONOMY \ se vl encient
i e Efficiency of [ICHESCHES
INFRASTRUCTURE . 'S SCIEntIStS
ROADMAP | IR the data centre
2022-2035 time (/z) > ensure that all

Power draw ‘0 achieve the

Power draw of .f""”‘” el 24 linimising the
processing cores(W) (W/GB)

Sustainability of Extreme-Scale Simulations with SPH-EXA



Energy Measurement and Reporting: Device Breakdown

Turbulence on LUMI-G AMD MI250X 32 MPI Ranks Turbulence on CSCS Nvidia A100 32 MPI Ranks

Other Other+Mem
MEM

4.3% CPU

CPU 4.1%

3.7%

GPU
76.4%

GPU
74.4%
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Energy Measurement and Reporting: Functional Breakdown

Code functional breakdown, 100 time-steps, 32 MPI Ranks on 4 LUMI-G Nodes and 8 CSCS-A100 Nodes

4.45% 3.76% TurbulenceStirring

100%
W ﬁ UpdateTimestep
25.29% 27.30% = Gravity
37.40%
S 7509, 4580% Upsweep
s S |- MomentumEnergy}|
£ 1 1l 38.77% syncHalos
) -
= 12,539 | AvSwitches |
O 50% syncHalos
3 1 16.90% - [ 1ADVelocityDivCurl|
2 = syncHalos
u_; 250 » FquationofState
3 1 1 1 I- NormalizationGrath
= 1
© » syncHalos
£ 1937%11.23%10.92% ¢ 955 8.20% 1733, 5.
Z 0% ' DU - S N = FindNeighbors
& o o & & o] I' DomainDecompAndSyncI
\QU @q 0@ \b\g\' .\(9’ ,\QQ
X Kol \Y: h Ngl e
o i 7
? @ ?
Turbulence Evrard
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TGSF Simulation Plan

Simulations set w/out block w/block

1 ,0002 timesteps  timesteps

1,2603
1,5873 / 242,849 56 78,38009
&4 2,000 R GPUh GPUh
2,520° + self-gravity

3,1753
4,000° o
Z,ggg: mmm) + self-gravity
8,0003 o
10,079° mmmd + self-gravity

1,587 -
Particle splitting
(x2 particles)
Relaxation
w i t~2t,
."‘ k B Particle splitting
LS Ve N (x2 particles)
; : Relaxation
- t~10t,,

1,2603

10,0793
Particle splitting
(x2 particles)
Relaxation
Particle splitting
(x2 particles)

Particle splitting to generate ICs consumes
4x less node hours than the direct approach.

It also enables concurrent simulations.

Requires sustained performance,
scalability, and energy-efficiency.

Sustainability of Extreme-Scale Simulations with SPH-EXA
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TGSF Low-Resolution Simulation Energy Measurements

Simulations set

V¥ ,0002 . 6.26 T COze + 56.33 MWh
1 '25[}3 Carbon footprint Energy needed
1,5873
2,0003

LR
2,520° mmmm + self-gravity

3,1753 @ &S e
&4 4,0003

v 3 . 569.37 tree-years 3.58e+04 km 257
5,“4“ - + SELf—gr-EI VIty Carbon sequestration in a passenger car flights NYC-Melbourne
4 6,350°

8,000°

HR
10,079° mmm + self-gravity

« Total of 35 jobs. Pty y L
06 falled and 29 successful.

» Succesful jobs =242'849.56 GPUh @ a5 .
° Measured Value 80.06 tree-years 5.03e+03 km

° Falled JObS —_ 34’08244 GPUh Carbon sequestration in a passenger car ﬂjgpir:i\iﬁfan
e (Calculated value.
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TGSF Low-Resolution Simulation Energy Measurements

Simulations set

V]l ,0003 Q\ 6.26 TCOze + 56.33 MWh
1 .EE ﬂﬂ g Carbon footprint L Energy needed
1,587°
2,0003

LR
2,520° mmmmd + self-gravity

& 3,175° @ & 4

:Igigz . 569.37 tree-years 3.58e+04 km 27
' - + SElf—graVﬂY Carbon sequestration in a passenger car flights NYC-Melbourne
&4 6,350° eq passeng g
88,0002 HR
10,079°  mmmm + self-gravity Measured energy breakdown of successful jobs per device
Other
« Total of 35 jobs. Lii(
6 falled and 29 successful. ‘3%
« Succesful jobs = 242'849.56 GPUh 35%
« Measured value.
* Failed jobs = 34'082.44 GPUh SPU
76.2%

 (Calculated value.
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