
USE OF FOUNDATION MODELS FOR 
SOURCE FINDING IN RADIO 

IMAGES

E. Lastufka

M. Audard, O. Bait, M. Dessauges-Zavadsky, 

M. Drozdova, T. Holotyak, V. Kinakh, D. 

Piras, O. Taran, D. Schaerer, S. 

Voloshynovskiy



10

-June 2024
SKACH WINTER MEETING – E. LASTUFKA

How to find sources in images?

ML-based methods

Needs a lot of data

Analytic methods

Needs a lot of time
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FOUNDATION MODELS & TRANSFER LEARNING
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Using foundation models, can we 
bypass the need for large training 
datasets?
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SOURCE FINDING: ANALYTIC METHODS
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SOURCE FINDING: ANALYTIC METHODS
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SOURCE FINDING: ML-BASED METHODS
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SOURCE FINDING: ML-BASED METHODS
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Liu et al 2019 

https://link.springer.com/article/10.1007/s11263-019-01247-4
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SOURCE FINDING: ML-BASED METHODS

Faster/Mask-
RCNN

ViT-Det YOLO
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FASTER/MASK-RCNN

SKACH SUMMER MEETING – E. LASTUFKA

He et al 2022

https://www.sciencedirect.com/science/article/pii/S1569843222000772


VIT-DET
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YOLO
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BURKE ET AL 2019ASED 

 Optical data (simulated DECam images)

 Mask-RCNN for detection and segmentation 

 Classification into stars and galaxies



RIGGI ET AL 2022

 Small, mixed dataset of radio continuum images (ASKAP, VLA, ATCA)

Mask-RCNN for detection and segmentation 



SORTINO ET AL 2023

Comparison of different object detection and segmentation methods from computer vision



SORTINO ET AL 2023

Transformer-based methods benefit from pre-training



TRANSFER LEARNING: DOES IT WORK?
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TRANSFER LEARNING: RADIO GALAXY ZOO
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 Transfer learning with frozen Vision 
Transformer backbones gives better 
performance than trained-from-
scratch Vision Transformers!

 Transfer learning less successful with 
ResNet50 backbone

 Fine-tuning improves performance



TRANSFER LEARNING: MEERKAT SURVEYS
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 Fine-tuning required to match or 
surpass trained-from-scratch 
performance



TRANSFER LEARNING: MEERKAT SURVEYS
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 Will using a foundation model 
pre-trained with radio astronomy 
images bring significant 
performance benefits?

??



TRANSFER LEARNING: HOW TO?

10-June 2024 SKACH SUMMER MEETING – E. LASTUFKA



TRANSFER LEARNING: HOW TO?
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TRANSFER LEARNING: A PRACTICAL GUIDE FOR 
ASTROPHYSICS DATA
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