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ﬂi{ FOUNDATION MODELS & TRANSFER LEARNING

)
—/
Model with pre-trained, Trainable OU‘I'pUT:
frozen weights (“backbone”) “head” for classification
Inpu’r data downstream d . !
2 etection, etc.
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Using foundation models, can we
bypass the need for large training
~ datasets?
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~ SOURCE FINDING: ANALYTIC METHODS
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ature Map

A curvature map is
created from the input
image. The curvature
noise (0, ) is calculated,
Theimage noise (o_) is
set by the user.

The image is broken into disjoint
Islands using the FloodFill
algorithm. Islands are seeded
with pixels above o = 50__.
FloodFill includes surrounding
pixels with o, >4o_ .

A clipping mask and curvature
mask are created for each island.
The curvature mask contains all
pixels with 3 curvature <-o__ .
The clipping mask contains all
pixels with an intensity > 50_ .

Applying the curvature and
clipping masks breaks the island
into summits. These summits are
used to determine the number of
components 1o be fit, as well as
the initial parameters for each of
these components.

Each of the Gaussian components
are fit jointly with appropriate
constraints that ensure the fits will
converge to an acceptable
solution. Red ellipses show the
fitted components,
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i SOURCE FINDING: ML-BASED METHODS

Source identification Source
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SOURCE FINDING: ML-BASED METHODS

person, sheep, dog

(b) Generic Object Detection
(Bounding Box)

sheep® sheep: sheep® sheep sheep;

(¢) Semantic Segmentation (d) Object Instance Segmetation
Liv et al 2019
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https://link.springer.com/article/10.1007/s11263-019-01247-4

SOURCE FINDING: ML-BASED METHODS

(Bounding Box)

sheepl sheep sheep" sheep sheep:

(¢) Semantic Segmentation

Liv et al 2019
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https://link.springer.com/article/10.1007/s11263-019-01247-4

i SOURCE FINDING: ML-BASED METHODS

Faster /Mask-

RCNN ViT-Det YOLO
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FPN: Feature Pyramid Network

Rol: Region of Interest

| FC: Fully Connected
| onvolutional Network

He et al 2022
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https://www.sciencedirect.com/science/article/pii/S1569843222000772

Input

Plain vision

transformer

i

Simple
feature pyramid

scaleN/32 ——>

scale N/16 —>

scaleN/8 —

scaleN/4 —> predict

SKACH SUMMER MEETING — E. LASTUFKA



YOLO

Backbone

FPN Feature Pyramid

Head

Head

YOLO loss @

Concatenate

Conv 3x3

C 2C
YOLO loss

Head

filter size
in dim, out dim

A X &
YOLO loss Inject Points
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* Optical data (simulated DECam images) & . 2 0o agrs
* Mask-RCNN for detection and segmentation ;

* Classification into stars and galaxies
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RIGGI ET AL 2022

* Small, mixed dataset of radio continuum images (ASKAP, VLA, ATCA)
* Mask-RCNN for detection and segmentation
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SORTINO ET AL 2023

Comparison of different object detection and segmentation methods from computer vision

Table 2: Detection metrics. YOLOv4 shows the best reliability, but this high
value is given by a high IoU threshold. BS stands for batch size

Model BS Reliability Completeness F1-Score mAP

‘ Compact Extended Total Compact Extended Total Compact  Extended Total Total
Mask R-CNN | 32 418.7% 88.8% 52.0% 82.3% 77.0% 79.5% 61.2% 82.5% 62.9% 70.2%
Detectron2 64 59.8% 62.9% 59.1% 83.7% 90.9% 83.9% 69.7% 74.3% 69.4% | 83.9%
DETR 2 75.0% 84.6% 76.4% 76.6% 84.9% 76.8% 75.8% 84.8% 76.6% | 79.0%
Yolo v4 64 97.4% 95.9% 97.2% 48.3% 85.5% 50.2% 64.5% 90.4% 66.2% 53.8%
Yolo v7 32 87.5% 87.7% 87.4% 60.0% 86.6% 61.0% 69.1% 87.2% 71.7% | 61.6%
YOLOS 2 55.9% 78.1% 58.0% 75.0% 84.8% 75.5% 64.1% 81.3% 65.6% 76.3%
EffDet-D1 64 96.1% 0.0% 64.9% 42.2% 0.0% 33.7% 58.6% 0.0% 44.4% 53.5%
EffDet-D2 32 96.7% 0.0% 69.8% 48.5% 0.0% 39.1% 64.6% 0.0% 50.1% 53.8%
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SORTINO ET AL 2023

Transformer-based methods benefit from pre-training

Table 2: Detection metrics. YOLOv4 shows the best reliability, but this high
value is given by a high IoU threshold. BS stands for batch size

Model BS Reliability Completeness F1-Score mAP

‘ Compact Extended Total Compact Extended Total Compact  Extended Total Total
Mask R-CNN | 32 418.7% 88.8% 52.0% 82.3% 77.0% 79.5% 61.2% 82.5% 62.9% 70.2%
Detectron2 64 59.8% 62.9% 59.1% 83.7% 90.9% 83.9% 69.7% 74.3% 69.4% | 83.9%
DETR 2 75.0% 84.6% 76.4% 76.6% 84.9% 76.8% 75.8% 84.8% 76.6% | 79.0%
Yolo v4 64 97.4% 95.9% 97.2% 48.3% 85.5% 50.2% 64.5% 90.4% 66.2% 53.8%
Yolo v7 32 87.5% 87.7% 87.4% 60.0% 86.6% 61.0% 69.1% 87.2% 71.7% | 61.6%
YOLOS 2 55.9% 78.1% 58.0% 75.0% 84.8% 75.5% 64.1% 81.3% 65.6% 76.3%
EffDet-D1 64 96.1% 0.0% 64.9% 42.2% 0.0% 33.7% 58.6% 0.0% 44.4% 53.5%
EffDet-D2 32 96.7% 0.0% 69.8% 48.5% 0.0% 39.1% 64.6% 0.0% 50.1% 53.8%
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ﬂi& TRANSFER LEARNING: DOES IT WORK?

" BURKE ET AL 2019

overfitting of the network. We use Mask R-CNN weights provided
by Abdulla (2017) trained on the Microsoft Common Objects in

Context (MS COCO) data set (Lin et al. 2014) as the starting point
for our training procedure. MS COCO is a data set of ~328000
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ﬂi& TRANSFER LEARNING: DOES IT WORK?

RIGGI ET AL 2022

* Small, mixed dataset of radio
* Mask-RCNN for detection and

m images (ASKAP, VLA, A

The ResNet-101 backbone network was trained from scratch, as
we obtained slightly superior performances in this case, com-
pared to a pre-trained backbone on ImageNet dataset.! A num-
ber of 150 epochs was found a suitable compromise to limit
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ﬂi{ TRANSFER LEARNING: RADIO GALAXY 20O
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Object Detection on RGZ

=== VIT from scratch
-== ResNet from scratch
mm finetuned

frozen

MSN DINO ResNet50

Backbone

Vision transformers

* Transfer learning with frozen Vision
Transformer backbones gives better
performance than trained-from-
scratch Vision Transformersl!

* Transfer learning less successful with
ResNet50 backbone

* Fine-tuning improves performance
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* TRANSFER LEARNING: MEERKAT SURVEYS

Object Detection on MGCLS
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0.78 1 === WIT from scratch
=== ResNet from scratch
mm finetuned
0.76 1 frozen
MSN DINO  ResNet50
UNIVERSITE Backbone

DE GENEVE 10-June 2024 Vision 'rrq'nsformers

* Fine-tuning required to match or
surpass trained-from-scratch
performance
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* TRANSFER LEARNING: MEERKAT SURVEYS

Object Detection on MGCLS

-_!____'_'__, * Will using a foundation model
' “"" pre-trained with radio astronomy

images bring significant
performance benefits?

=== VAT from scratch
=== ResNet from scratch
mm finetuned

frozen

MSN  DINO Custom ResNet50

UNIVERSITE Backbone
DE GENEVE 10-June 2024 Vision transformers
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* TRANSFER LEARNING: HOW TO?

~ Hugging Face Models Datasets Spaces Posts Docs  Pricing Login (@JELNY

Lit Datasets r Licenses Full-text search 14 Sort: Most downloads
Other
Reset Tasks facebook/detr-resnet-50
Multimodal
£® microsoft/table-transformer-structure-recognition
Computer Vision ® TahaDouaji/detr-doc-table-detection

Object Detection R L
£® microsoft/table-transformer-structure-recognition-vi.1-all

facebook/detr-resnet-101
& microsoft/table-transformer-detection

& hustvl/yolos-tiny
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TRANSFER LEARNING: HOW TQ?

Data Model Model training
Characteristics architecture method

Model training Downstream
dataset task

Data Amount
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,' TRANSFER LEARNING: A PRACTICAL GUIDE FOR
 ASTROPHYSICS DATA
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