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System Context —

Sub-Element hierarchy
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Interconnect function is a component of other sub-elements
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Network Infrastructure
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System Context —
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Infrastructure likely to be delivered as contracts partitioned on geographical basis
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System Context —

Schedule

2009 | 2010 | 2011 | 2012 2013 [ 2014 | 2015
SKA atory Phase SKA1 Pre-construction Phase
Hevy ! . REVY | REV i . REV ¥
Science DRM Develprren: | Science / Engineering tradeoffs [ SKAZ Science Development »
! . [ Revision of Science Case [ Early Scimnee Prapassls Refnement of Early Science | o 5o
]

{ System || CoDR| dCoDR)| § s e
SK.A1 P Concept | Detn! P::‘Tmﬁhxﬂ‘m
I

i PDRJ,

Carant ]’ Preliminary Design Faciary fssembiy, Iniegralion and Testing 5
Dishes I Site Amzambly, Integration and Testirg
DA Development and Fabricatian &
| |1 yeee I & |
i Tt ‘Dofintion P TrSn TS Faiary Ae=amibly, Inlegrabon and Tesing !
Adstow | . By -[ it s b T it fissamibly, Intsgration and T esting
[ I ( AAVS1 Devalopment and Fabi ARVE1 Teating | AAVSZ developenent ard [
;
s | | e ¢ | > =R PFRm Eezamibly, Tnhegrahon ard T | I
% 7 ikl Tnfegrabion ard Tess
Transport & Concept datinion [ Hub-System Definitich Frammary T4 %}m I ]
Networks : T i SiaN Deinion Deten ol Gonsingien N
| feor § | il e ,
Si I Fromt End and Ghannediser SWY Corralanor Prefiming g Fattory She Assambly, Intagration and Tesing I
gna Beamicrmear ard Correlaiar Sus-Syatem Definiticn Gtz Design Factory AREambly, Insamralken 5nd 1esting | I
Pr ing Pulsar and Transient Processor Delated Desgn Tiie: Assembly, Iragravon and 1osing
I | CoDR SRR LPOR J COR [ !
CiTware Requiements Prass 1 Hel
Sofiwae s ern:yr_\a iorécepklnl " Datnoon ol sl Disalladt Das Cosding, Inegration wih platiorms arwd tast i
Computing e Praliminary high lsval Praiiminary Dot = Q. e o r dl
Daria Slorage architeciure -
| | | — %
Site — ERNTE I L Syl e Careral Data Processing Faciley
Kernote Siaton Land i

Blie_characiensica [

Engineering Airmaaphedt sIdies - -
'—cmﬁ%mm—' Pralrminary Dasiqn (fire & pawdl
| I

repart

Selence Computing Facilly Sile Acteplance et including RF qualiication >
Ops and Mantenance Farility

+ Distaded Design (buikings! Arianna Founmalicns s Trenehing Rol aut

| | CuDR ¥ POR | ¥ EOR I | | [
Projgct PlapSKA SR Scope detmiticn PR Plan & Final 5HA Deployment Plan . } }

managament e WBE, resourca allocation dbated Project staffirg & devalsprent FErost ol Mon: (hoitlos iy onunk >
| v | v ¥ l I !
| | | St Costed SKA1 construction | | I I

Milestones | SKA1 Final DRM decis?un el asion I approval Construction | cope

faite | [P St ociin | | I
20110316 | | 2009 2010 2011 2012 2013 A 2014 2015 2016 2017 2018 |

i i 1 i i A== e e




System Context —

Schedule

 Network Infrastructure requirements later
In definition
* First thing to be constructed on site

 Understanding SKA2 requirements
essential for design of an extensible
network

e Tension In the programme and need to be
as prepared as possible
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Many Influences on the

Infrastructure design

Service
Providers
Commercial Local communities and ) )
Industry environment (cultures) Existing Site dependent influences
Infrastructure marked in blue
Natural Regulatory
Environment Technology

External RFI | Science
Environment Operations

Sources of

Academic and Science
i institutions i
(Local and global)

interest

Physical
Infrastructure
Science

Performing science
operations while
construction is proceeding

Health and Human Users,
Safety Maintenance factors Operators,

and support

Other Constraints
(Virtual Observatory,
VLBI, TOO interface, web
delivery interface)

Scientists

Transitioning

between phases
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SKA, Array Distribution SKA1:

2 cores

3 spiral arms
250 dishes

50 AA-lo stations

Extensible to .....
SKA2, potentially:
3 cores
3,000 km extent
5 spiral arms
3,000 dishes

500 AA stations
Not to Scale
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2.

 Reliable

 Maintainable

o Safe

o Cost effective (within budget)

 Fulfil the functional requirements of:
— M&C,
— DDBH,
— Synch & Timing
— Facility interconnect systems
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Impact of extensibility

SOUARE KILDMETRE RRRAY

fibre kms for different extensibility options

Extensibility has risks for Network
Infrastructure:

Need to reduce the risks by:
eUnderstanding requirements
better

|nstalling empty duct along trunk
routes, rather than fibre to all
possible SKA2 locations
*Build an SKA1 only network

B fibre kms
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Modelling ‘ideal’, single point analysis

— Modelling telescope design as it stands today
— Configuration

— Power network routing

— Site specific aspects (location of the CPF)

Develop modelling capability
Look again at Telescope Configurations

Include site specific aspects upon
completion of site selection
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Why is this important?

 Development of a ‘costed system design’
» Get ready for ‘walk the route’ surveys
e Splicing and connection schedules

* Development of tender documentation

— Large scale

— Interact with the system

o Configuration Asset Management, Inventory &
Maintenance

— Set up systems, procedures and processes in
advance

o GIS, automatic discovery using active components on
paSS IVG | nfraStru CtU re Exploring the Universe with the world’s largest radio telescope



« ALMA cost estimates assume ~10€/metre
and 25€ per end connection (in rack)

e More cost estimates

— NSN estimates under NDA

— From precursor & pathfinder instruments ‘as
bullt’

— ALMA ‘as built’

— Cost pressure upwards
e labour intensive LCI = 3.6% per annum
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* Network infrastructure basically passive
— Large connection junctions needing lighting
— Active components for automatic discovery
— Installation teams
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Reliabllity
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Introducing diverse
routes will cost money
and requires careful
design.

Configuration
dependent.
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Next Phase of Work 1.

 Integrate efforts

— Power network infrastructure
e Co-location of routes
e Modelling

— Site specific network aspects
 RFI returns
« Configuration studies

* Develop requirements
— SKA1 Sub-Elements
— Extensibility
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Next Phase of work 2.

e Configuration Asset management
— Look at options for GIS & active components

— Initiate work on requirements of systems,
orocess & procedures required before
constructing tender documents.

e Highlight schedule risks

— Advertise interdependencies and incorporate
them in the schedule

— Assign responsibilities
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Questions
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