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sponds to a first-order polynomial fit to the data in the log
plane, corresponding to a power law of index !1:05" 0:03.
The dashed line corresponds to a second-order polynomial.
We use this second-order polynomial in the analysis below.

3.3. Simulated Spectra for Sources at z ¼ 8 and 10

Figure 5 shows a simulated spectrum at 1 kHz resolution
of a z ¼ 10 radio source with a flux density of 20 mJy at an
observing frequency of 120 MHz (S120). The implied lumi-
nosity density at a rest-frame frequency of 151 MHz is then
P151 ¼ 2:5$ 1035 ergs s!1 Hz!1. Figure 5a shows a spectrum
covering a large frequency range (100–200 MHz, or H i 21
cm redshifts of 13–6). Figure 5b shows an expanded view of
the frequency range corresponding to the H i 21 cm line at
the source redshift (129MHz).

The onset of H i 21 cm absorption by the neutral IGM is
clearly seen at 129MHz. The general continuum level drops
by about 1% at this frequency because of the diffuse neutral
IGM. Deeper narrow lines are also visible to frequencies as
high as 170 MHz. Again, the narrow lines decrease in red-
shift density with increasing frequency. At around 130MHz
there are roughly five narrow lines with ! % 0:02 per unit
MHz, while at 160 MHz the redshift density has decreased
by a factor of 10 or so.

Figure 6 shows a simulated spectrum at 1 kHz resolution
of a z ¼ 8 radio source with S120 ¼ 35 mJy, again corre-
sponding to P151 ¼ 2:5$ 1035 ergs s!1 Hz!1. The depression
in the continuum due to absorption by the diffuse IGM is
much less evident than at higher redshift, with a mean value
of ! & 0:1%. The deep narrow lines are still easily seen but,
again, at lower redshift density than is found at higher
redshifts.

3.4. Limits to Detection

We next consider the detection limit of the absorption sig-
nal using statistical tests. The challenge is greater at lower
redshifts because of the decreasing strength and redshift

Fig. 4.—Radio spectrum of the powerful radio galaxy Cygnus A at
z ¼ 0:057 (P151 ¼ 1:1$ 1036 ergs s!1 Hz!1; Baars et al. 1977). The dashed
line is a first-order polynomial fit to the (log) data, corresponding to a
power law of index !1:05" 0:03. The solid line is a second-order polyno-
mial fit.

Fig. 5a Fig. 5b

Fig. 5.—(a) Simulated spectrum from 100 to 200MHz of a source with S120 ¼ 20 mJy at z ¼ 10 using the Cygnus A spectral model and assuming H i 21 cm
absorption by the IGM. Thermal noise has been added using the specifications of the SKA and assuming 10 days integration with 1 kHz wide spectral chan-
nels. (b) Same as (a) but showing an expanded view of the spectral region around the frequency corresponding to the redshift H i 21 cm line at the source red-
shift (129MHz). The solid line is the Cygnus Amodel spectrumwithout noise or absorption.
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21cm Forest

• Direct analog of Lyman-alpha 
forest

• 21cm absorption in 
spectrum of bright radio 
source at high redshift

• Trace HI along line of 
sight

• Fluctuations on scales 
down to tens of kpc

• Probe epoch of reionization, 
potentially even dark ages
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Signal Predictions
• Absorption due to IGM and 

minihalos (Carilli et al. 
2004)

• Looking for progenitors 
of Ly-alpha forest 
features (deep, narrow 
lines, τ~0.1%-few %)

• Expect increase in noise 
level at onset of 21cm 
absorption

• Need very bright source 
if looking at z<10

be able to detect the on-set of HI 21-cm absorption
by the IGM at the 5r level toward a source with
S120 = 6.5 mJy at z = 8.

2.3. Physical diagnostics

It is important to emphasize that the structures
giving rise to HI 21-cm absorption prior to the
epoch of reionization are qualitatively different
from those seen after the universe reionizes. After
reionization the HI 21-cm lines arise only in rare
density peaks (d > 100) corresponding to (proto)-
galaxies, i.e., the damped Lya systems. Prior to
the epoch of fast reionization the bulk of the
IGM is neutral with a measurable opacity in the
HI 21-cm line. The absorption seen in Fig. 3 arises
in the ubiquitous !cosmic web", as delineated after
reionization by the Lya forest (Bond et al., 1996).
The point is simply that the Lya forest as seen after
the epoch of reionization corresponds to structures
with neutral hydrogen column densities of order
1013–1015 cm!2, and neutral fractions of order
10!6–10!4 (Weinberg et al., 1997). Before reioniza-
tion these same structures will then have neutral
hydrogen column densities of order 1019–1020

cm!2, and hence may be detectable in HI 21-cm
absorption.

In general, the spectra shown in Fig. 3 show
that the structure of the neutral IGM during the
EoR is rich in temperature, density, and velocity
structure. Studying this structure via HI 21-cm
absorption lines will offer important clues to the
evolution of the IGM at the very onset of galaxy
formation. In particular, the recent discovery of
polarization of the CMB on large angular scale
(Kogut et al., 2003) suggests that reionization
may be a complex process, extending from z " 20
down to z " 6. Such complex reionization could
alter substantially the thermal state of the neutral
IGM, thereby changing the absorption properties.
For instance, Cen (2003) concludes that HI 21-cm
absorption may be an ideal diagnostic to test for
an early epoch of reionization.

3. Absorption by collapsed structures

3.1. Mini-halos

In addition to the filaments and sheets that are
part of the cosmic web, 21-cm absorption offers
the opportunity to observe individual collapsed

(a)

(b)

Fig. 3. (a) The simulated spectrum of a source with S120 = 20
mJy at z = 10 using the a spectral model based on Cygnus A and
assuming HI 21-cm absorption by the IGM (Carilli et al., 2002).
Thermal noise has been added using the specifications of the
SKA and assuming 10 days integration with 1 kHz wide spectral
channels. The onset of absorption by the neutral IGM is seen at
129MHz, corresponding to the HI 21-cm line at z = 10. (b) Same
as (a), but for a source with S120 = 35 mJy at z = 8.

C.L. Carilli et al. / New Astronomy Reviews 48 (2004) 1053–1061 1057

z=10

z=8

20 mJy

35 mJy
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Signal Predictions
• Structures along line of 

sight (Xu et al. 2009, 
2010; Ciardi et al. 2013) 

• Dwarfs and minihalos 
against QSOs and 
GRBs (Xu et al. 2010)

• GRBs could be used as 
background sources if 
extremely bright (e.g., 
from first stars)
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Figure 3. Optical depth as a function of observed frequency along a line of sight
passing through the simulation box. The redshift here is 10.2.
(A color version of this figure is available in the online journal.)

relative definition is a reasonable representative of the ionization
status of the IGM. Although it smears out the characteristic
scales of ionized bubbles, the τ -field does follow the large-scale
structure of the ionization field.

We also tried different relative thresholds in selecting these
τ -bubbles, in order to see how the signals would change with
the thresholds we used. Figure 7 shows the optical depth slices
at redshift 9.3 for thresholds (τ0 − τ )/τ0 > 0.1, 0.3, 0.7, and
0.9, respectively. The shapes and distributions of the bubbles are
quite similar among these slices with different relative optical
depth thresholds. The τ -slices with more strict thresholds have
more dark dots (optically thicker regions) inside bubbles, and
have less white dots (optically thinner regions) outside bubbles.
All these τ -bubbles match well with xi-bubbles, and similar
results can be found for other redshifts. So the observational
features in 21 cm forests would not change significantly if
different threshold is adopted.

Features picked up with absolute threshold are more relevant
to real observations. H ii Bubbles and H i islands selected by the
absolute threshold |τν − τ0| > 0.002 for the corresponding six
redshifts are shown in Figure 8. Using this absolute optical depth
threshold, there are both bubbles and islands at three higher
redshifts (i.e., 13.5, 11.2, and 9.3), which generate leakers and
absorbers on spectra, respectively. At lower redshifts there are
only islands, since the average optical depth itself is smaller
than 0.002 (i.e. at redshifts 8.0, 7.0, and 6.3 here), so we could
only observe absorbers. For the leakers, smaller threshold must
be used in order to find them at these redshifts. The shapes and
distributions of these τ -bubbles are similar to those selected by
relative thresholds. Combined with Figures 1 and 4, we come to
the conclusion that no matter relative or absolute threshold we
use, the optical thin regions follow the highly ionized region very
well, at least on large scales. Size distributions of absolute τ -
bubbles and τ -islands for the three higher redshifts and those of
absolute τ -islands for the other three lower redshifts are shown
in Figure 9.

In order to see whether the optical depth (hence the EW
statistics) is a good tracer of density fluctuations, we plot density
slices in Figure 10. But because of the limited resolution of the
simulation (the overdensity is smoothed within each cell), the
density contrast is very small (typically δ < 1) on these scales,
and do not show much evolution, and there is little correlation

Figure 4. Distributions of relative optical depth at redshifts z ∼ 13.5, 11.2, 9.3,
8.0, 7.0, and 6.3. Regions with (τ0−τν )/τ0 > 0.5 (optically thin) are represented
by white while other regions are shown as black. These are plots of slices in the
simulation box with each side of 100 Mpc h−1. The global ionization fractions
are same as Figure 1. The corresponding average optical depth for these redshifts
are τ0 = 1.1 × 10−2, 7.5 × 10−3, 4.4 × 10−3, 1.8 × 10−3, 4.8 × 10−4, and
6.7 × 10−5, respectively.

with the ionization fraction. This means that we would miss
strong absorbers produced by small but highly dense regions
such as cosmic webs, this would affect the accuracy of this
simulation in representing the real case.

Can we get some information about the temperature of
the IGM from 21 cm forest signals? Although there is no
heating information incorporated in the simulation, and the
gas temperature is derived from the velocity dispersion of the
particles, it is still possible to test the sensitivity of optical
depth and the forest signal to the IGM temperature, by assuming
several different gas temperatures. In top panels of Figure 11, we
plot relative τ -slices at redshift 9.3 for the IGM temperatures of
101 K, the gas temperature from simulation, and 102 K, from left
to right, respectively (in this excise we set the same temperature
at every point within the simulation volume). Absolute τ -slices
with the corresponding gas temperatures are plotted in bottom
panels of Figure 11.

Obviously, τ -slices with relative thresholds are insensitive
to the gas temperature, while the absolute τ -slices are very
sensitive. When we raise the IGM temperature to be 102 K, the
average optical depth at redshift 9.3 falls below the threshold
0.002, and no optical depth could drop below the mean value
by 0.002, so there is no optically thin region in the absolute
definition in this redshift, just as the three slices of lower
redshifts in Figure 8. If we raise the IGM temperature further to
be 103 K, then very few regions could have optical depth larger
than the average depth by 0.002. Hence, we could easily extract
TK information from absolute τ threshold observations while
ionization state of the IGM could be extracted from relative τ
threshold observations.

It is very interesting to find a method to measure the IGM
temperature during the epoch of reionization. While the kinetic
temperature of the IGM and spin temperature of hydrogen are
usually assumed to be much higher than the CMB temperature
in 21 cm power-spectrum analysis, and the TK information of
the IGM is totally erased in “21 cm tomography” observations,
the “21 cm forest” observations serve as an excellent tool to
separate the TK information from the density and ionization
status.

Now we have seen some correspondence between the optical
depth and the ionized fraction selected bubbles. However, in
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Figure 16. Synthetic spectra of 21 cm absorptions against a GRB afterglow (left-hand panel) and a quasar (right-hand panel) with 1 kHz resolution. The
corresponding redshift is z ∼ 10, and the unabsorbed continua are shown as the dashed (blue) lines. f X = 0.1 is assumed for both spectra.

with a spectral index of −1.05 as fitted to the radio spectrum of the
powerful radio galaxy Cygnus A (Carilli et al. 2002).

Apart from spectral resolution considerations, we also need high
enough sensitivity to observe the absorption lines. In other words,
with the planned instruments, the background source has to be bright
enough to get the decrement of flux density higher than the detection
limit. The minimum detectable flux density of an interferometer is
related to the system temperature Tsys, the effective aperture area
Aeff , channel width !νch, integration time tint, and S/N by

!Fmin = 2kBTsys

Aeff
√

!νchtint
S/N. (33)

The real signals of minihaloes or dwarf galaxies are their additional
absorptions with respect to the absorption by the IGM, i.e. !F =
Fνexp(−τ IGM) − Fνexp(−τ ). Equating this flux decrement to the
detection limit, we get the minimum flux density of the background
source required to observe the absorption lines:

Fmin = 542 µJy
(

S/N
5

) (
0.1

e−τIGM − e−τ

) (
1 kHz
!νch

)1/2

×
(

5000 m2 K−1

Aeff/Tsys

) (
30 d
tint

)1/2

, (34)

where the ratio Aeff/Tsys is an intrinsic parameter describing the
sensitivity of an interferometry array, and we use the value for
SKA here. For the GRB afterglow, the integration time is limited
by its fading time-scale. Typically, after a bright, short-lived radio
‘flare’ at early times, the subsequent evolution of the radio afterglow
can be described by a slow rise to maximum, followed by several
segments of power-law decays with a time-scale of ∼100 d (Frail
2003). Here, we have assumed a reasonable integration time of 30 d,
and find that a minimum flux density of ∼500 µJy is required to
detect the absorption lines with the resolution of 1 kHz for the case
of f X = 0.1.

As seen from the continua (dashed lines) in Fig. 16, the flux
density of our prototype GRB afterglow is more than one order of
magnitude lower than this limit. Note that this is already an energetic
GRB which is one order of magnitude brighter than normal GRBs.
It may be possible that there are even brighter GRBs, but for most
GRBs it seems that the radio afterglows would be too dim for being
used as background source in observations with such a high spectral
resolution. If we by chance find a quasar at very high redshift during
the early stages of reionization, the signals could be easily detected.

Especially, if one stacks together several lines to get an average
profile, it will hopefully reveal the horn-like profiles we found.

Alternatively, we may try broad-band observations with lower
resolution. In this case, we could use the standard measurement of
DA, i.e. the mean (relative) flux decrement in each band, in analogy
to the Lyα forest experiments of quasars (Rauch 1998). We redefine
the mean flux decrement with respect to the continuum after the
absorption by the IGM:

DA =
〈

fIGM − fobs

fIGM

〉
= 〈1 − eτIGM−τ 〉 = 1 − eτIGM−τeff , (35)

where the angular brackets represent the average over each band
and τ eff is the effective optical depth of the band. DA measures the
excessive absorption by minihaloes/dwarf galaxies compared to the
diffuse IGM, and the different values of DA measured in differ-
ent bands represent the absorptions at different redshifts, showing
the evolution of non-linear structures during the epoch of reioniza-
tion. In terms of DA, the flux decrement can be written as !F =
Fνexp(−τ IGM) − Fνexp(−τ eff ) = FνDAexp(−τ IGM), then the re-
quirement of the background source is

Fmin = 77.4 µJy
(

S/N
5

) (
0.99

e−τIGM

) (
0.01
DA

)

×
(

5 MHz
!νch

)1/2 (
5000 m2 K−1

Aeff/Tsys

) (
30 d
tint

)1/2

.
(36)

With the broad-band observation, the major concern is that the
available length of the line of sight is limited. On one hand, we
wish to put the background source as far as possible in order to
get enough bands to see varying DA values at different redshifts.
On the other hand, as the source moves farther, it gets dimmer,
lower the average S/N, then an even broader band is required to
detect the signal, thus beyond a certain distance the number of useful
bands might decrease again. An optimal source redshift zGRB can
be found to maximize the number of available bands. Considering
the applicability of our model, we set the lower limit of the redshift
to be zlim = 8, and find that the optimal redshift for the GRB is
zGRB ∼ 9.8. This redshift depends mainly on the lower limit of the
redshift we set, but of course it is also dependent somewhat on the
reionization history, e.g. DA which evolves slowly with redshift.
This does not depend on the observational parameters. The optimal
redshift is quite encouraging given that we have already seen two
GRBs beyond z = 6.

C© 2010 The Authors. Journal compilation C© 2010 RAS, MNRAS
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The 21 cm forest with LOFAR 1763

Figure 12. Upper panel: spectrum of a source positioned at z = 7.6 (i.e.
ν ∼ 165 MHz), with an index of the power law α = 1.05 and a flux density
Sin(zs) = 50 mJy. The lines are the same as those in Fig. 10. Here we have
assumed the noise σ n given in equation (3), a bandwidth $ν = 5 kHz,
smoothing over a scale s = 5 kHz and an integration time tint = 1000 h. The
IGM absorption is calculated from the reference simulation L4.39. Lower
panel: σ abs/σ obs corresponding to the upper panel. Note that this LOS has
been chosen to intercept a strong absorption feature, with τ 21cm = 0.12.

contributions: (i) from the electronics and (ii) from the sky. We
assume that the sky has a spectral index of −2.55, obtaining Tsys =
[140 + 60(ν/150 MHz)−2.55] K.

The complete Fourier plane sampling can be done by evaluat-
ing the above equation for every set of baseline coordinates. The
predicted visibilities are then gridded and transformed via inverse
Fourier transforms in order to obtain the dirty images.

For the purpose of the 21 cm forest, fine spectral resolution is
needed, which means that the spectra need to be predicted for a
large number of channels (∼10 000). Thankfully, the computation
can be done independently for each channel, and the maps can thus
be evaluated in parallel. After assembling the full image cube, the
LOS spectrum is extracted.

In the upper panels of Fig. 10 we show the spectrum of a source
positioned at zs = 10 (i.e. ν ∼ 129 MHz). The intrinsic radio source
spectrum, Sin, is assumed to be similar to Cygnus A (see also Car-
illi et al. 2002; Mack & Wyithe 2012), with a power-law index
α = 1.05 and a flux density Sin(zs) = 50 mJy. It should be noted
that if the intrinsic radio spectrum were not a pure power law, the
identification of absorption features would be rendered even more
complex by the requirement that the continuum level must be fit as
well. The simulated absorption spectrum, Sabs, is calculated from
the IGM optical depth found in our reference simulation E1.2-α3.
The observed spectrum, Sobs, is calculated assuming an observation
time tint = 1000 h and a bandwidth $ν = 20 kHz. The spectra are
plotted at the resolution of the simulation, unless stated otherwise.
While some absorption features are evident, it is not obvious that
we will be able to disentangle them from the instrumental noise.

Figure 13. Upper panel: spectrum of a source positioned at z = 14 (i.e. ν

∼ 95 MHz), with an index of the power law α = 1.05 and a flux density
Sin(zs) = 50 mJy. The lines are the same as those in Fig. 10. Here we have
assumed the noise σ n given in equation (3), a bandwidth $ν = 20 kHz,
smoothing over a scale s = 20 kHz and an integration time tint = 1000 h.
The IGM absorption is calculated from the reference simulation L4.39.
Lower panel: σ abs/σ obs corresponding to the upper panel.

Even though our simulation box reaches gas overdensities δ as high
as a few tens, typically an LOS through the IGM samples mild
overdensities δ ∼ 1. As an example, while ∼40 per cent of cells
along the LOS in the figure (in the full redshift range z = 6.5−15)
have τ 21cm > 0.005, none has τ 21cm > 0.025, setting a limit on the
gas transmissivity of e−τ21cm > 0.975. Thus, similar to e.g. Mack
& Wyithe (2012), we do not find narrow strong absorption lines
(see below for further discussion). If we do a Gaussian smoothing
of the spectrum over a scale s = 10 kHz (upper-middle panel) or
reduce the noise by a factor of 0.1 (similar to what is expected from
the SKA; upper-right panel), then the observability improves. This
is more evident in the lower panels of the figure, which show the
quantity σ abs/σ obs, where σ i = Si − Sin and i = abs, obs.

Stronger absorption features appear if we use model L4.39, in
which larger overdensities are present (see Section 3.1). This is
visible in Fig. 11, where Sin, Sabs and Sobs are shown for the same
source of Fig. 10. The frequency range plotted is smaller to allow
a better visualization of the absorption features. In this case the
prospect for a detection improves, even halving the observation
time (or, equivalently, the bandwidth). The third (fourth) panel from
the left shows the case for $ν = 2.5 kHz ($ν = 10 kHz) and a
smoothing of the spectrum over the same scale. While retaining a
high resolution might result in a null detection, observation features
are clearly visible if a larger bandwidth and smoothing scale are
used. We have verified that features are detected for $ν ! 5 kHz.
Similar to model E1.2-α3, along an LOS in the same redshift range,
here we have ∼40 per cent of cells with τ 21cm > 0.005, but we also
find a handful of cells with τ 21cm > 0.1, corresponding to a gas
transmissivity e−τ21cm < 0.905.
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X-Ray Efficiency fX

LX = 3.4⇥ 1040fX

✓
SFR

1 M�yr�1

◆
erg s�1

X-ray luminosity from 0.2 to 10 keV extrapolated 
to high redshift (Furlanetto, Oh & Briggs 2006)

Expected optical depth depends strongly on 
assumptions about x-ray efficiency
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Observability
• Observing the 21cm forest requires bright radio sources 

in the background
• Lower optical depths require brighter sources
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Observability

• At z=10, Cygnus A would have 
S ≤ 20 mJy (Carilli et al. 2002)

• Observing the 21cm forest requires bright radio sources 
in the background
• Lower optical depths require brighter sources

Cygnus A (via J. Conway and P. Blanco, VLA)
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Observability

• At z=10, Cygnus A would have 
S ≤ 20 mJy (Carilli et al. 2002)

• Observing the 21cm forest requires bright radio sources 
in the background
• Lower optical depths require brighter sources

Cygnus A (via J. Conway and P. Blanco, VLA)

• Question: Can we find 
such bright sources at 
high redshift?
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Observability
2992 K. J. Mack and J. S. B. Wyithe

Figure 2. Non-uniform IGM model outputs in the redshift range 8 ≤ z ≤ 9.
The panels show the overdensity δ, neutral hydrogen fraction xH I and 21 cm
optical depth τ in the non-uniform model region, from a two-phase IGM
code developed by Geil & Wyithe (2008). The size of the simulation box is
70 cMpc cubed, with 360 pixels per side length. Multiple slices through the
simulation box are used, giving a total of 280 cMpc.

transfer is not straightforward, constraining fX (to within an order
of magnitude, for instance) would be a helpful guide to future model
building.

In our model, the main effect of the variation of fX is a change
in the gas temperature, and, thus, the mean 21 cm optical depth.
In Fig. 3, we plot the mean 21 cm optical depth as a function of
redshift for fX values between 0.01 and 100. The thick black line is
for fX = 1, as in the bottom panel of Fig. 1. The lines with higher
(lower) optical depth have lower (higher) fX values, representing
less (more) effective heating. We highlight with the grey area the
‘forest region’ where the non-uniform model determines the over-
density and ionized fraction. In these calculations, we assume a
background source at z = 9. We see from Fig. 3 that varying fX

by an order of magnitude can have a roughly order-of-magnitude
effect on the optical depth. This is due to the fact that the overall op-
tical depth is strongly dependent on the spin temperature TS, which
varies by roughly an order of magnitude with each factor of 10 in
fX.

Our modelling includes X-ray heating spatial fluctuations only
in a limited way: for each pixel in the local simulation region (z =
8 to 9), we employ an adiabatic temperature–density relationship
[T = T0(1 + δ)γ−1] so that the overall global temperature of the gas
T0 (determined by the uniform X-ray heating) is modulated by each
region’s local overdensity δ. Viewing the temperature fluctuation
on a particular scale as governed by an effective adiabatic index for
that region, we estimate that the error in the temperature fluctuation
introduced by assuming γ = 5/3 for each pixel can be up to an order
of magnitude, depending on the scale and redshift (see Pritchard &
Furlanetto 2007, figs 4 and 5). This limitation should be taken into
account when considering the ability of our methods to distinguish
different models of X-ray heating, but we do not expect that a more

Figure 3. Mean 21 cm optical depth τ as a function of observed frequency,
for varying fX values: from top to bottom curve, fX = 0 (no X-ray heating),
0.01, 0.1, 1 (thick black line), 10 and 100. Also included are curves of Smin
(dashed purple lines) as defined in equation (9). These lines indicate, for
each value of τ on the left-hand axis, the minimum observed flux density of
a source that would allow a detection of absorption at S/N of 5, assuming
an array with effective area Aeff = 106 m2, frequency resolution $νch =
1 kHz, system temperature given by equation (10) and integration time tint =
1 week. The redshift dependence comes from the frequency dependence of
the system temperature. Where the mean optical depth lines (solid) cross
above the Smin lines (dashed), the absorption is detectable at that redshift.
The grey region highlights the redshift range (z = 8–9) we focus on in our
example calculations in this work.

detailed treatment of X-ray heating variations would qualitatively
alter our results.

From Fig. 3, we see that if the 21 cm forest is detected in the
spectra of high-redshift radio sources, measurements of the optical
depth can constrain the parameter fX and thus give us insight into
the thermal history of the IGM. Against a sufficiently bright source,
the 21 cm forest spectrum can reveal the layout of photoionized
bubbles along the line of sight (which would appear as transmission
windows between regions of absorption), and, potentially, varia-
tions in density and ionized fraction. Narrow absorption lines from
dense neutral regions would also be detectable in such observations.
Absorption lines can have optical depths at levels as high as 1 per
cent (Furlanetto 2006a), but because of their narrowness (typically
2 to 3 kHz) their detectability in low mean optical depth regions
would be highly dependent on their number and density. In princi-
ple, fX can also affect the number and depth of absorption lines,
by altering the background radiation field in which small haloes
or protogalaxies reside. We discuss the implications of absorption
lines in Section 6.

For some redshifts and fX values, the mean optical depth is so low
as to make detection of 21 cm forest features difficult or impossible,
even with future instruments such as the SKA. For a very radio-
loud source at high redshift, a wide range of thermal histories will
produce a detectable forest signal, and the optical depth can be
used to constrain fX, but sources with low flux densities in the
frequencies of interest may result in a detection only for low values
of fX. In this case, a non-detection of the 21 cm forest may provide
a constraint on the thermal history.

In Sections 5 and 6 below, we discuss how prospects for the
detection of the 21 cm forest depend upon the source population and
the thermal history of the IGM, and we consider how the presence of

C© 2012 The Authors, MNRAS 425, 2988–3001
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in the ranges 6< z < 7 and 8< z < 12 by a factor of 4.6
and 6.3, respectively. Another important point to note is that
our fiducial results, obtained assuming R̄ ¼ 2:8, predict that the
FIRST survey may have already detected "103–104 quasars at
"1 mJy from redshift zk7. The identification of these quasars
is a challenge, but it should, in principle, be feasible with deep
optical-IR observations.

The extrapolation of the radio source population to high
redshifts is necessarily uncertain; nevertheless, the results
presented here should serve as useful order-of-magnitude
estimates. We also note that our assumption of MBH / !5 is
somewhat conservative; a shallower relation would imply that
typical BHs reside in lower mass halos (with shorter lifetimes;
see Haiman & Loeb 1998; Haehnelt et al. 1998); their abun-
dance would then decrease less rapidly at high redshifts.

An important issue in designing future surveys is the rela-
tive merit of area versus depth. The dark matter halo mass
function has an approximate power-law shape at low masses,
dN=dM / M#2, and the velocity dispersion scales as ! /
M 1=3. As a result, if MBH scales as !" and if the flux is
proportional to MBH, then the number of sources goes as
F dn=dF / F#3=" . The number of detections scales linearly
with the solid angle !" and with the observation time as t1.5/";
area is therefore more important than depth for the empirically

determined slopes of " $ 4 (Gebhardt et al. 2000; Merritt
et al. 2001; Tremaine et al. 2002). In principle, at bright flux
limits, corresponding to BH masses for which the halo mass
function turns over and drops exponentially, decreasing the flux
threshold would result in a larger yield of sources. However,
Figure 5 reveals that even at the brightest fluxes shown, the
source counts increase linearly with the flux threshold, and it
would therefore be more advantageous to cover a larger area.
To conclude, we briefly discuss how to identify the high-

redshift radio sources. At low flux densities (P30 #Jy), star-
bursts dominate over quasars in deep radio observations
(e.g., Richards et al. 1998). There is also a contribution from
moderate-redshift low-luminosity AGNs. AGNs can be dis-
tinguished from starbursts by their flatter spectra and variabil-
ity. Isolating the high-redshift sources, however, requires
optical-IR follow-up. Our typical 10 #Jy source at z $ 6 and 10
is powered by a $107 M% BH (without the cutoff described
above it would beP106 M%, but we would then overpredict the
number of such sources). With the Elvis et al. (1994) spectral
template, normalized to a bolometric Eddington luminosity,
these sources would have a flux density of "0.3 #Jy at ob-
served wavelengths of"1–5 #m, or an ABmagnitude of"25.5
(see, e.g., Fig. 1 in Haiman & Loeb 1998). They should be
detectable in moderate integrations with the Hubble Space
Telescope (HST ) or the Spitzer Space Telescope.8 The very
bright millijansky sources at z $ 6–10, relevant for 21 cm
absorption studies, should have flux densities of"3 #Jy (or AB
magnitudes of "23 at "1–5 #m) and should be detectable in
short exposures with HST or Spitzer and potentially from the
ground as well. The discovery and confirmation of even a few
radio sources at z >10 by instruments such as ATA, EVLA, and
SKAwould open a new window for the study of supermassive
BHs at high redshift and of the pre-reionization universe. Of
even more immediate interest is the prediction from our models
that, although they are not yet optically identified, the FIRST
survey may have already detected "103–104 distant z > 7
quasars. Deep surveys, such as the multitelescope NOAO Deep
Wide-Field Survey, VIRMOS, and DEEP, may cover the area
necessary to identify a handful of these high-z FIRST sources.
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Fig. 6.—Sensitivity of our predictions for the 10 #Jy and 1 mJy counts to
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" ¼ 0 are independent of frequency. When " ¼ 0:5 is assumed, however, the
counts increase with decreasing frequency, as shown by comparing the pre-
dictions at 100 MHz (short-dashed curve), 1 GHz (dotted curve), and 10 GHz
(long-dashed curve).
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solved) or a ‘‘ galaxy ’’ (resolved). Multiple SDSS scans,
comparison with the HST data, and the distribution of
sources in color-color diagrams show that the star-galaxy
separation is reliable to better than 90% for sources with
r* ! 21 and to better than 95% for sources with
20 < r* < 21 (Lupton et al. 2002). This can be seen qualita-
tively in the bottom two panels in Figure 1, where the color
distributions of unresolved and resolved sources are mark-
edly different even at the faint end (colors are not used in the
classification).

We chose the r* < 21 condition to define subsamples with
robust star-galaxy separation, resulting in 18,908 sources
(out of 29,528), classified as 3225 (17%) unresolved and
15,683 (83%) resolved sources. For brevity, in the remainder
of this work we will call optically resolved FIRST sources
galaxies and optically unresolved FIRST sources quasars.
While there may be some optically resolved FIRST sources
that are not galaxies (e.g., Galactic supernova remnants) or
optically unresolved FIRST sources that are not quasars

(e.g., stars with radio emission, see K02 and references
therein), their numbers in the sample discussed here are
expected to be insignificant.

3.6.2. Color Classification

The color distributions of optically unresolved and
resolved SDSS-FIRST sources are very different. This dif-
ference is especially large in the r*"z* color. The top panel
in Figure 7 shows the r* versus r*"z* color-magnitude dia-
gram for the 29,528 optically identified FIRST sources. It is
evident that the r*"z* color is a good separator of the two
morphological types, with the optimal cut depending on the
r* magnitude: the unresolved sources are blue and the re-
solved sources are red. The separation is clean even at the
faintest levels in the diagram. The bottom panel shows the
r*"z* distributions for sources with 21 < r* < 21.5.

This good correlation between the morphology and color
can be used to estimate an upper limit on the fraction of
sources with incorrect morphological classification. We
assume that all quasars are blue and all galaxies are red, and
interpret sources with ‘‘ incorrect ’’ color as misclassified.
Adopting a cut r*"z* = 1.0 for sources with
21 < r* < 21.5, we find that 20% of selected quasars have
r*"z* > 1.0 and 26% of selected galaxies have r*"z* < 1.0.
Adopting the same r*"z* cut for sources with

Fig. 7.—Top: The r* vs. r*"z* color-magnitude diagram for the
optically identified FIRST sources. The 23,898 resolved sources are shown
as contours and 5623 unresolved sources as dots. Bottom: The r*"z*
distributions for sources with 21 < r* < 21.5; the triangles correspond to
625 unresolved sources, and the circles to 2437 resolved sources. Optically
resolved sources tend to be red, while unresolved sources tend to be blue,
even close to the faint limit.

Fig. 6.—Top: Comparison of the differential counts of FIRST sources
with an SDSS identification (triangles) to those without (dots), as a function
of radio AB magnitude, t. The two lines show best linear fits to the counts
in the 11.5 < t < 15.5 range. Bottom: Comparison of the distributions of h,
which is a rough measure of the source radio size, for sources with t < 15
(same notation as top).
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Challenges & Uncertainties
• Modelling: X-ray efficiency fX

• fX largely unconstrained at high z

• Observations of 21cm forest could place strong constraints 
on fX, thermal history

• Observations: High-redshift radio sources

• Number of radio-loud sources at high z unknown

• Sources may be in radio catalogs but not identified

• Even a few sightlines would be useful

• EUCLID / WFIRST might identify potential sources
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