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Tip of the iceberg

Bunker+ 2009, Bouwens+2009
First Epoch HUDF09: z850-dropouts 3

(z850 − Y105)>−1.1 + 4(Y105 − J125)

S/N(J125) > 5 ∧ S/N(Y105) > 5

S/N(V606) < 2 ∧ S/N(i775) < 2

These criteria select galaxies from z ∼ 6.4− 7.3 with a
median redshift of 〈z〉 = 6.8, see inset in Fig. 1.

After rejecting spurious sources such as diffraction
spikes of stars and one probable supernova, we find 16
z ∼ 7 candidates between J125= 26.2 − 29.2 mag. Their
properties are listed in Table 1 and postage stamps of all
candidates are shown in Fig. 2.

It is reassuring that all z ∼ 7 galaxy candidates, which
have been identified in previous work are confirmed to be
secure high redshift candidates (see Table 1). We show
in Fig. 3 a comparison of the NICMOS observations with
the WFC3 data for the brightest candidates in order to
visualize the enormous improvement in data quality pro-
vided by WFC3/IR. The new data allow us to probe to
much fainter limits. While in previous studies only two
galaxies were identified beyond a magnitude of 27.5, of
which one is only marginally detected (Bouwens et al.
2008; Oesch et al. 2009), the current WFC3 sample in-
cludes 11 such faint objects, resulting in much better
constraints on the luminosity function at z ∼ 7.

2.3. Sources of Sample Contamination

Previous z ∼ 7 selections have suffered from several
possible sources of contamination, such as (1) spurious
detections, (2) cool dwarf stars, (3) intermediate redshift
galaxies with red NIR colors, (4) lower redshift sources
which scatter into the selection due to photometric er-
rors, and (5) high redshift supernovae. Our HUDF09
WFC3/IR observations are much less affected by these
problems as we briefly discuss below.

(1) The sources presented in this paper are virtually
all > 5σ detections in three bands, which have been
obtained with different dither positions, and the noise
properties of WFC3/IR are much better behaved than
in NICMOS data. Thus we rule out that any of our
source is a spurious detection or is caused by an image
artefact.

(2) As can be seen in Fig. 1, dwarf stars occupy a
different locus in the z850 − Y105 vs. Y105 − J125 dia-
gram than high redshift galaxies. The J125 band probes
short enough wavelengths that it is not dominated by the
strong absorption bands of dwarf star SEDs. Therefore,
it is very unlikely that any such source contaminates our
sample.

(3)+(4) The z ∼ 7 galaxy candidates are covered with
three bands, all showing colors bluer than expected for
possible low redshift contaminants. Based on our simu-
lations it is very unlikely that any of these galaxies are
lower redshift interlopers.

(5) Since our WFC3/IR observations are taken much
later than the already existing optical data, supernovae
are a potential source of contamination of our sample.
Following the calculation in Bouwens et al. (2008), how-
ever, only 0.012 sources are expected to be found per
arcmin2, which results in ∼ 0.06 expected supernovae.
Fortunately, at the bright end, such sources can be elim-
inated by comparison to the existing NICMOS images.
Indeed, we find one such source, which shows a stellar
profile and, with J125=26.2 mag, should have been se-
curely detected in the previous NICMOS images of the

Fig. 2.— Postage stamps of all z ∼ 7 galaxy candidates in B435,
V606, i775, z850, Y105, J125, and H160. The sizes of the images are
2.′′2× 2.′′2.

HUDF (see Table 1 and Figure 3). We exclude this source
from our subsequent analysis, but list it here because of
its potential interest.

3. THE Z ∼ 7 LBG LUMINOSITY FUNCTION

As in Oesch et al. (2007, 2009) completeness, C, and
magnitude dependent redshift selection probabilities, S,
for our sample are derived from simulations in which we
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for our sample are derived from simulations in which we

!z ¼ 1:5, search area of 100 arcmin2, and bias of 7 (which is ap-
propriate for sources with volume densities of "10#3.5 Mpc#3;
e.g., Mo &White 1996; Somerville et al. 2004; Trenti & Stiavelli
2008), we estimate a 1 ! rms uncertainty of "30% in the "k’s
due to field-to-field variations (see also estimates in Bouwens
& Illingworth 2006). At z " 9, these uncertainties are "20%
assuming a redshift selection window with width !z ¼ 2 (see
Bouwens et al. 2005).
Uncertainties in our effective volume estimates derive primar-

ily from our imperfect knowledge of the size (or surface bright-
ness) distribution of star-forming galaxies at z k 7.6 Fortunately,
the mean size of star-forming galaxies at zk 4 show a good cor-
relationwith redshift [i.e., mean half-light radius/(1þ z)#1:1%0:3

for fixed luminosity; Bouwens et al. 2006] and we can make a
reasonable estimate for what the size (surface brightness) distribu-
tion of galaxies is at z k 7. Nonetheless, this distribution is at least
as uncertain as the error on the size-redshift scaling. Propagating
the error on this scaling into the size distributions assumed in our
effective volume estimates, we estimate an rms uncertainty of
17% in the selection volume at z " 7 and 15% at z " 9 due to the
uncertainties in the size (surface brightness) distribution. Together
the size and large-scale structure uncertainties add an uncertainty
of 34% and 25% rms to each bin of the rest-frameUVLF at z " 7
and z " 9, respectively. These uncertainties have been added in
quadrature with those deriving from the small number statistics.
They are given in Table 3.
These LFs are also presented in Figure 4 with the magenta

points for our z " 7 LF and black downward arrows for the con-
straints on the z " 9 LF. A comparison with previous determina-
tions at z " 4, z " 5, and z " 6 from Bouwens et al. (2007) is
also included on this figure for context. Although the error bars
for individual points in the LF at z " 7 are still quite sizeable,
there is strong evidence that the UV LF at z " 7 is different from

the UV LF at z " 6 (99% confidence) and thus there is evolution
from z " 7 to z " 6. We determined this confidence level by find-
ing the value of M & and"& whichminimizes the total#2 evaluated
for our i- and z-dropout LFs and then looking at the probability of
obtaining the resultant reduced-#2 purely by chance. This con-
clusion was already drawn by Bouwens & Illingworth (2006) on
the basis of a smaller but very similar selection of galaxies.

4.2. Schechter Determinations

We now attempt to express the results of our search for z k 7
galaxies using a Schechter parameterization. The Schechter pa-
rameterization is convenient since it is much more amenable to
interpretation than stepwise LFs are. Of course, it is not at all
clear from the stepwise LFs derived in x 4.1 (particularly given
the sizeable observational uncertainties) that theUVLF at z k 7 is
well described by a Schechter function (see discussion in x 5.5).
As with our stepwise determinations, we calculate the expected

surface density of dropouts given a model LF by using equa-
tion (1) and expressing the Schechter function in stepwise form.
For convenience, we have decided to bin the surface density of
galaxies in magnitude intervals of width 0.1 mag. Use of sub-
stantially finer bins does not have a noticeable effect on the re-
sults. Because of the size of current z " 7Y10 samples and limited
luminosities (P#19 AB mag) to which we can probe, we cannot
hope to obtain very strong constraints on the faint-end slope of the
LF at z k 7 and therefore it makes sense for us to fix it to some
fiducial value.We adopt#1.74, which is the faint-end slope of the
UV LF at z " 6 determined by Bouwens et al. (2007) using the
HUDF and a large number of deep ACS fields. Later we will
investigate the sensitivity of our results to the assumed faint-
end slope.
Our best-fit Schechter parameters at z " 7 for our z-dropout se-

lection areM &
AB¼#19:8% 0:4magand"&¼ 0:0011þ0:0017

#0:0007Mpc#3

for a fixed faint-end slope $ ¼ #1:74. The 68% and 95% likeli-
hood contours for these parameters are given in Figure 5 and
compared with our previous determinations from our B-, V-, and
i-dropout selections at z " 4, z " 5, and z " 6, respectively
(Bouwens et al. 2007). The best-fit values are also given in Table 4.
Large-scale structure uncertainties resulting from field-to-field
variations were estimated using Monte Carlo simulations (Ap-
pendix A) and incorporated into the uncertainties quoted above.
While the best-fit value for "& is very similar to that found at z " 4
for the Bouwens et al. (2007) B-dropout selections, the best-fit
value for M &

UV is 1:2 % 0:4 mag fainter than the value of M&
UV

(=#20:98 % 0:07 mag) found at z " 4 by Bouwens et al. (2007)
and 0:4 % 0:4 mag fainter than the value of M &

UV (=#20:24 %
0:19 mag) found at z " 6 by Bouwens et al. (2007). This suggests
that the brightening we observe in M &

UV from z " 6 to z " 4
(Bouwens et al. 2006, 2007) is also seen from z " 7. Of course,
we must admit that we are somewhat surprised that our best-fit
Schechter parameters are in such excellent agreement with an
extrapolation of lower redshift trends! It would suggest that our
z-dropout sample may largely be made up of star-forming gal-
axies at z " 7 aswe have argued in xx 3.3 and 3.4 (i.e., the number
of low-redshift interlopers is small) and that the effective volumes
we have estimated for this sample are reasonably accurate (see
also discussion in Appendix B).
Given the small size of current z-dropout samples, it may seem

surprising that we are able to obtain any constraint at all on the
shape on the UV LF at z " 7. Fortunately, the large luminosity
range over which we have constraints on the surface density of
dropouts (i.e., from 25 to 28 AB mag) largely makes up for
what we lack in statistics. These constraints can be helpful,
even brightward of 26.0 AB mag, where our z-dropout sample

Fig. 4.—Determinations of the rest-frame UV luminosity function (LF) at
z " 7 using both a Schechter parameterization (magenta line) and in stepwise
form (magenta circles with 1 ! error bars). Note that the stepwise and Schechter
determinations of the LF are determined separately (i.e., our Schechter LF fits are
not obtained through fits to our stepwise LFs). The lines are not fits to the points.
The 1 ! upper limits on the bright end of theUVLF at z " 7 and at z " 9 are shown
with the downward arrows inmagenta and black, respectively. For context, we have
included the rest-frame UV LFs determined by B07 at z " 4 (red symbols), z " 5
(green symbols), and z " 6 (red symbols).

6 Uncertainties in the UV color distribution also contribute to the overall error
budget for our effective volume estimates, but they are smaller in general (e.g.,
see x 5.2).
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fainter

3), thereby extending the range of the LF. The depth of the Hubble 
images has  been particularly advantageous, as the LF increases steeply 
for intrinsically fainter sources indicating that the bulk of the UV 
luminosity density from star-forming galaxies at z~7 emerges from an 
abundant population of feeble systems. 

The most luminous z~7 galaxies  have also been detected individually 
by  Spitzer49,50, and many show strong continua redward of 400 nm in 
their rest frame indicating established stellar populations of ~109-10 solar 
masses.  Stacking the Spitzer images of the more abundant  fainter 
population gives hints of a marginal signal corresponding to similar 
stellar populations whose mean mass is 108-9 solar masses51. The 
combination of HST and Spitzer has been very effective in addressing the 
key issue of identifying a sustained source of ionizing radiation. Although 
uncertainties remain, there is  now reasonably convincing evidence that 
star formation in individual galaxies proceeded at a roughly constant rate 
over an extended period of 300 million years, corresponding to the 
redshift range 7<z<10. 

!"#$%&'()#$*+(',-.$-/$0-.121.3$4"-5-.&
In addition to counting the number of galaxies that produce energetic 

radiation, we must establish whether a sufficient  fraction of the 
associated UV photons escape to enable reionization. To quantify the 
production rate of ionizing photons, dnion/dt, and conclusively determine 
the role of galaxies in cosmic reionization, we thus turn to the problem of 
determining the number !Q of energetic Lyman continuum photons per 
unit  star formation rate produced by early stellar populations and  the 
fraction fesc of such photons that freely escape each galaxy (see Box 1).  
Although these quantities almost certainly vary significantly from one 
galaxy to the next, we can legitimately  seek to establish a representative 
average for the purposes of determining the role of galaxies in 
reionization.

As UV photons with wavelengths below the Lyman limit  (91.2nm) 
capable of reionizing the intergalactic atoms are rapidly absorbed by 
neutral gas in  the galaxy, the most direct route to estimating fesc would be 
to  measure the emerging flux in this wavelength range.  Such 
observations are intrinsically  difficult  as typically fesc<<1 and the 
intervening IGM along the line of sight can absorb the escaping photons, 
further attenuating the detected Lyman continuum flux.  Despite these 
challenges, intrepid spectroscopic and narrow-band imaging 
observations52-55 have detected Lyman continuum flux from galaxies at 
redshift z~3, the practical  redshift limit for this method. These 
measurements find that the effective escape fraction can vary widely 
galaxy-to-galaxy, but infer characteristic values of 0.1<~ fesc<~0.2 at z~3.

The same experiment at redshift z~7 is  not technically feasible owing 
to  the increased IGM absorption in high-redshift  sources.  However, 
another photometric signature caused by Lyman limit photons as they 
migrate out of a young galaxy might be observable.  If such a photon 
encounters neutral gas in the galaxy, it will  likely ionize a portion of that 
gas and lead to line emission as well as free-free and bound-free 
scatterings between electrons and protons.  These processes produce 
nebular radiation whose characteristic emission spectrum can be detected.  
Models incorporating both the stellar and nebular contributions to 
galactic emission56,57 display a spectrum whose power law slope " (where 
the flux scales with wavelength as  f# $ #") is strongly connected with the 
number of escaping ionizing photons through !Q and fesc42 (see Figure 2).  
However, unlike the direct measurement of Lyman continuum photons at 
z~3, this indirect method to estimate fesc from the spectral character of 
z~7 galaxies has yet to be conclusively demonstrated.

Lower luminosity  galaxies in the redshift range 4 < z < 7 show steep 
UV slopes58, consistent with the hypothesis that  these are relatively-dust 
free systems44. Moreover, the new Hubble data has now indicated that 
this  trend continues to higher redshift where UV slopes  with " < -2.5 
have been claimed42,44.  As the youngest  starburst galaxies in  the local 
Universe show UV spectra with " > -2.558,59, and extreme slopes  (" < -3) 
may indicate Population III stars60,61, the steep values derived from the 

Robertson, B. E., Ellis, R. S., Dunlop, J. S., McLure, R. J. and Stark, D. P., Nature 468, 55 (2010)

Figure 2: Ionizing Flux from High-Redshift Galaxies The co-
moving flux of  hydrogen ionizing photons dnion/dt produced by 
galaxies depends on the total star formation rate density  %SFR, 
the number of  ionizing photons per unit  star formation rate !Q, 
and the fraction fesc of  these photons that can escape galaxies 
to ionize the IGM.  Most galaxies at z~7 appear to be nearly 
dust-free42, and the escape fraction may  therefore reflect  the 
internal ionization rate of  gas within each galaxy.  This internal 
ionization produces nebular emission83 that can redden the 
spectra of  nearly  metal-free star-forming galaxies. The colour of 
the galaxy  determined using various filters (panel b, shown as 
shaded areas) may therefore constrain !Q, and fesc57.  Panel a 
shows the UV spectral slope ",  defined via the flux density, f  (#) 
~ #",  for the case of  a metal-poor galaxy.  We calculate " from 
stellar population synthesis models84,85 and our newly-
constructed model for the nebular spectrum83,86-89. Galaxies with 
constant  star formation rates and fesc~1 may appear extremely 
blue while models with fesc~0 are redder owing to nebular 
emission.    Measuring this slope for z~7 galaxies is difficult.  
Panel b shows model high-redshift galaxy  spectra with and 
without nebular emission, along with the synthesized 
photometry  in the available HST filters (data points).  The typical 
UDF photometric uncertainty  is ~0.25 magnitudes per source 
and ~0.11 magnitudes for stacked photometry  of  20 objects (1 
s.d. error bars).  Hence, the current data are insufficiently  deep 
to infer unambiguously fesc and !Q from the spectral slope.

Robertson+ 2010

Hubble identify high redshift galaxies as “drop outs”
- identifications ok to z~8.5; z>8.5 mirky 
- “J-band drop outs”, so appear in only one filter
- line contamination?

Counting galaxies out to z~10
constrains sources of ionization

GRBs probe star formation 
in faint galaxies Tanvir+ 2012
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The z=8.5 ceiling
8

Fig. 4.— Luminosity and star formation rate (SFR) density versus redshift inferred from UDF12. Reddening corrected luminosity densities are
shown from Bouwens et al. (2007, 2011) over the redshift range 5< z <8 (black points). Extrapolating their evolution to redshift z ∼ 13 provides
the lightest gray area. Claimed estimates from the CLASH detections (green points)(Zheng et al. 2012; Coe et al. 2012; Bouwens et al. 2012b)
are shown. Luminosity densities are shown for the four 8.5 ! z ! 9.5 sources (blue data point) and the two 9.5 ! z ! 10.5 objects (magenta
point). The nondetection at 10.5 ! z ! 11.5 provides an upper limit at z ≈ 10.8 (purple limit). The single z ∼ 12 source provides a conservative
lower limit at z ≈ 11.8 (red point). If this source has strong Lyα emission, the luminosity density limit becomes the yellow point. Overlapping
maximum likelihood 68% confidence regions on a linear trend in the luminosity density with redshift from z ∼ 8 are shown with (medium gray)
and without (dark gray) the z ∼ 12 object. The luminosity density computation is described in Section 3. Associated star formation rates (right
axis) were calculated using the conversion of Madau et al. (1998).

Mapping star formation 
to ionization is difficult

Ellis+ 2013

- ionizing photon escape fraction
- stellar IMF

- recombinations (clumping)

Ionization rate vs total 
amount of stellar mass

JWST needed to extend galaxy luminosity function to z~12 
(currently 2018)
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Hard to probe wide and deep

254 LIDZ ET AL. Vol. 690

Figure 1. Simulated maps of the density, halo, ionization, and 21 cm fields. Each map is 130 Mpc/h on a side and is drawn from a simulation snapshot at z = 7.32 at
which point 〈xi〉 = 0.54 in our model. The density, ionization, and 21 cm maps are each 1 cell thick (0.25 Mpc/h), while the halo field is from a 60 cell (15 Mpc/h)
wedge. On large scales, the bright regions in the overdensity map tend to have more halos, be ionized, and be dim in 21 cm. The correspondence between the bright
regions in the halo field, and the dim regions in the 21 cm field, is the signal we characterize and quantify in this paper.
(A color version of this figure is available in the online journal.)

slices through our simulated density, halo, ionization, and
21 cm fields. Here one can clearly see that the bright regions in
the halo map correspond to dim regions in the 21 cm map, while
dim regions in the halo map correspond to bright regions in the
21 cm map. This anticorrelation is the signal we characterize and
calculate in the present paper. As one can see from the panels
of Figure 1, the anticorrelation arises because galaxies are more
abundant in large-scale overdense regions, which hence ionize
before typical regions. As a result, the overdense regions contain
less neutral hydrogen during reionization, and emit more dimly
in 21 cm than typical regions, while containing more galaxies
(see also Wyithe & Loeb 2007).

In order to quantify these visual impressions, we calculate and
show the 21 cm galaxy cross-power spectrum in Figure 2. The
top panel shows the absolute value of the 21 cm galaxy cross-
power spectrum, as well as the individual terms of Equation (1).
The bottom panel shows the cross-correlation coefficient be-
tween the two fields, r(k) = P21,gal(k)/[P21(k)Pgal(k)]1/2. In
estimating the cross-correlation coefficient here and throughout
this paper, we subtract shot noise from the galaxy power spec-
trum (before calculating r(k)) assuming that it is Poisson—i.e.,
we assume Pshot = 1/ngal, where ngal is the abundance of halos
above Mg,min.

The figure reveals several interesting features of the signal.
On large scales the 21 cm field is anticorrelated with the galaxy
field. As explained and visualized in Figure 1, this occurs
because galaxies form first, and ionize their surroundings, in
overdense regions. On small scales, the 21 cm and galaxy fields
are roughly uncorrelated. We can understand this by examining
the small-scale behavior of the constituent terms, as shown
in the top panel. The cross-power spectrum between neutral
hydrogen fraction and galactic density (∆2

x,gal(k), the x-gal term)
turns over on small scales, as indicated by the blue-dashed
line. This behavior is naturally similar to that of the density-
ionization cross-power spectrum, which turns over on scales
smaller than the size of the H ii regions during reionization
(Furlanetto et al. 2004; Zahn et al. 2007). The correlations
die off on sub-bubble scales because the entire interior of
each H ii region is highly ionized, irrespective of the interior
density and galaxy fields. For comparison, we additionally plot
the cross-power spectrum between neutral hydrogen fraction
and matter density. This resembles the cross-power spectrum
between neutral hydrogen fraction and galactic density, but
it turns over on slightly smaller scales. As we discuss in
Section 4 and Section 6.1, the turnover is on smaller scales
owing to ionized bubbles around low-mass halos, which host

130/h Mpc=1.2 deg

Galaxy surveys give details of small patch* 

HUDF

Lidz+ 2009
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which point 〈xi〉 = 0.54 in our model. The density, ionization, and 21 cm maps are each 1 cell thick (0.25 Mpc/h), while the halo field is from a 60 cell (15 Mpc/h)
wedge. On large scales, the bright regions in the overdensity map tend to have more halos, be ionized, and be dim in 21 cm. The correspondence between the bright
regions in the halo field, and the dim regions in the 21 cm field, is the signal we characterize and quantify in this paper.
(A color version of this figure is available in the online journal.)

slices through our simulated density, halo, ionization, and
21 cm fields. Here one can clearly see that the bright regions in
the halo map correspond to dim regions in the 21 cm map, while
dim regions in the halo map correspond to bright regions in the
21 cm map. This anticorrelation is the signal we characterize and
calculate in the present paper. As one can see from the panels
of Figure 1, the anticorrelation arises because galaxies are more
abundant in large-scale overdense regions, which hence ionize
before typical regions. As a result, the overdense regions contain
less neutral hydrogen during reionization, and emit more dimly
in 21 cm than typical regions, while containing more galaxies
(see also Wyithe & Loeb 2007).

In order to quantify these visual impressions, we calculate and
show the 21 cm galaxy cross-power spectrum in Figure 2. The
top panel shows the absolute value of the 21 cm galaxy cross-
power spectrum, as well as the individual terms of Equation (1).
The bottom panel shows the cross-correlation coefficient be-
tween the two fields, r(k) = P21,gal(k)/[P21(k)Pgal(k)]1/2. In
estimating the cross-correlation coefficient here and throughout
this paper, we subtract shot noise from the galaxy power spec-
trum (before calculating r(k)) assuming that it is Poisson—i.e.,
we assume Pshot = 1/ngal, where ngal is the abundance of halos
above Mg,min.

The figure reveals several interesting features of the signal.
On large scales the 21 cm field is anticorrelated with the galaxy
field. As explained and visualized in Figure 1, this occurs
because galaxies form first, and ionize their surroundings, in
overdense regions. On small scales, the 21 cm and galaxy fields
are roughly uncorrelated. We can understand this by examining
the small-scale behavior of the constituent terms, as shown
in the top panel. The cross-power spectrum between neutral
hydrogen fraction and galactic density (∆2

x,gal(k), the x-gal term)
turns over on small scales, as indicated by the blue-dashed
line. This behavior is naturally similar to that of the density-
ionization cross-power spectrum, which turns over on scales
smaller than the size of the H ii regions during reionization
(Furlanetto et al. 2004; Zahn et al. 2007). The correlations
die off on sub-bubble scales because the entire interior of
each H ii region is highly ionized, irrespective of the interior
density and galaxy fields. For comparison, we additionally plot
the cross-power spectrum between neutral hydrogen fraction
and matter density. This resembles the cross-power spectrum
between neutral hydrogen fraction and galactic density, but
it turns over on slightly smaller scales. As we discuss in
Section 4 and Section 6.1, the turnover is on smaller scales
owing to ionized bubbles around low-mass halos, which host

z=7.32   xi=0.54

*LAE may allow wide surveys

HUDF= 11‘x11’
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Figure 12: Using Lyman-α absorption in quasar spectra to probe the ionization state of the IGM. This figure
from White et al. (2003) shows the observed spectrum of a z = 6.28 quasar (solid curve), and the expected
unabsorbed emission (dashed curve), based on an average over many quasars seen at lower redshifts. The
unabsorbed emission is a sum of smooth emission (the “continuum”, dotted curve) plus emission features
from atomic resonances (“emission lines”).

3 Probing the Diffuse Intergalactic Hydrogen

3.1 Lyman-alpha absorption

Resonant Lyman-α absorption has thus far proved to be the best probe of the state of the IGM. The optical
depth to absorption by a uniform intergalactic medium is

τs =
πe2fαλαnH I (z)

mecH(z)
(31)

≈ 6.45 × 105xH I

(

Ωbh

0.0315

) (

Ωm

0.3

)−1/2 (

1 + z

10

)3/2

,

where H ≈ 100h km s−1 Mpc−1Ω1/2
m (1 + z)3/2 is the Hubble parameter at redshift z; fα = 0.4162 and

λα = 1216Å are the oscillator strength and the wavelength of the Lyman-α transition; nH I (z) is the neutral
hydrogen density at z (assuming primordial abundances); Ωm and Ωb are the present-day density parameters
of all matter and of baryons, respectively; and xH I is the average fraction of neutral hydrogen. In the second
equality we have implicitly considered high redshifts.

Lyman-α absorption is thus highly sensitive to the presence of even trace amounts of neutral hydrogen.
The lack of full absorption in quasar spectra then implies that the IGM has been very highly ionized during
much of the history of the universe, from at most a billion years after the big bang to the present time.
At redshifts approaching six, however, the optical depth increases, and the observed absorption becomes
very strong. An example of this is shown in Figure 12, where an observed quasar spectrum is compared to
the unabsorbed expectation for the same quasar. The prominent Lyman-α emission line, which is produced
by radiating hot gas near the quasar itself, is centered at a wavelength of 8850Å, which for the redshift
(6.28) of this quasar corresponds to a rest-frame 1216Å. Above this wavelength, the original emitted quasar
spectrum is seen, since photons emitted with wavelengths higher than 1216Å redshift to higher wavelengths
during their journey toward us and never encounter resonance lines of hydrogen atoms. Shorter-wavelength
photons, however, redshift until they hit the local 1216Å and are then absorbed by any existing hydrogen
atoms. The difference between the unabsorbed expectation and the actual observed spectrum can be used
to measure the amount of absorption, and thus to infer the atomic hydrogen density. For this particular
quasar, this difference is very large (i.e., the observed flux is near zero) just to the blue of the Lyman-α
emission line.
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Figure 5. Redshift-dependent fraction of color-selected Lyman break galaxies
that reveal Lyα in emission, X(Lyα), adjusted as discussed in the text to
approximate one within a similar luminosity range with a rest-frame EW in
excess of 25 Å. Data points for the galaxies with −21.75 < MUV < −20.25 are
displaced by +0.1 in redshift for clarity. Data over 4 < z < 6 is from Paper I
and Paper II, and new estimates beyond z > 6.3 are derived from the present
paper, including sources discussed by Fontana et al. (2010). The curves shown
represent the aggregate redshift probability distributions for our sources in the
z " 6 bin (black) and the z " 7 bin (blue); probability distributions for individual
sources are typically much sharper.
(A color version of this figure is available in the online journal.)

extrapolated EW distributions from Paper II, and represents an
IGM extinction averaged over the entire population.

To compute the most likely value of f, we undertake
Monte Carlo simulations using the previously described
EW distributions, but with f now added as a free parameter.
We vary f from 0 to 1 in steps of 0.01, and compute N = 1000
simulations for each step. We can then calculate the probability
distribution for f given our Nobs = 2 confirmed sources using
Bayes’ theorem:

p(f |Nobs = 2) = p(Nobs = 2|f )p(f )
∫ 1

0 p(Nobs = 2|f )df
. (1)

Here, p(f ) is the prior probability for f, which we take to be
uniform for 0 ! f ! 1, and p(Nobs = 2|f ) is the probability,
drawn from our Monte Carlo simulations, that we would find
Nobs = 2 sources for a given value of f. Assuming that the
intrinsic EW distribution for our observed sources is that of
Paper II at z = 6, we find f = 0.45 ± 0.20, while using
the z = 7 extrapolated distribution yields f = 0.34+0.24

−0.15. In
Figure 5, we plot the value of X(Lyα) in the same luminosity
bins of Paper II, as predicted by our best-fit values of f.

We stress that this figure is intended to serve as a continuation
of the visualization provided in Papers I and II, rather than
a statistical result of our study. Due to our strongly varying
limiting EW sensitivity (as a function of both wavelength and
object magnitude), choosing a fixed EW limit will exclude a
non-negligible fraction of useful data from our analysis. Our
Monte Carlo simulations are able to utilize the full data set,
simulating whether we would have likely seen a line even when
our EW limits are above the fixed thresholds used in Figure 5,
and thus represent the major statistical result of this study.

Using the models of McQuinn et al. (2007) to predict what
global neutral hydrogen fraction, XH i would be required to
account for this decline, we find XH i " 0.44, and XH i " 0.51,
respectively. The models of Dijkstra et al. (2011), which provide

a more comprehensive treatment of Lyα radiative transfer
through outflows, result in an increased value for XH i in both
cases.

4. DISCUSSION

Although we consider the most likely explanation for our
observed decrease in the number of LBGs which show
observable Lyα emission to be an increase with redshift in
the neutral fraction of the IGM, it is important to remember
our assumptions. Foremost we have assumed that all of our
26 targets have true redshifts beyond z " 6.3. Should there be
low-redshift interlopers or Galactic stars in our new sample, we
will overestimate the decline in the Lyα fraction. Second, we
have assumed the DEIMOS spectra from Paper II constitute a
representative sample for calculating the expected EW distribu-
tion for 6.3 < z < 8.2. Although the uncertainties here are not
as great, we plan further studies with DEIMOS to increase the
statistical sample of 5.5 < z < 6.3 LBGs.

Of course our observed decrease in the Lyα fraction could also
be attributed to an increased opacity arising from dust within the
LBGs. However, given the blue UV continuum slopes observed
for galaxies with z > 6.3 (Bouwens et al. 2010a; Dunlop et al.
2011), we consider this explanation unlikely.

Our diagnosis of a possible increase in the neutral hydrogen
fraction beyond z " 6.3 is supported by the earlier study of
Fontana et al. (2010). They found one marginal candidate out of
seven targets, whereas we find two robust and one marginal cases
out of our 19 targets spanning a larger luminosity and redshift
range. Our conclusion is also supported by LAEs studies at
z = 5.7 and 6.5 by Ouchi et al. (2010) and Kashikawa et al.
(2011). Compared to z = 5.7, their LAE sample at z = 6.5
displays systematically lower EWs for Lyα. They also derive
little evolution in the rest UV luminosity function for LAEs,
but a decrease in the Lyα luminosity function, which could be
explained by an increase in XH i. Our derived values of XH i are
slightly higher than those of Kashikawa et al. (2011), perhaps
consistent with our survey probing to higher redshifts than their
z = 6.5 LAEs. Hayes et al. (2011) have recently compiled
results from numerous Lyα and UV luminosity function studies
to derive a volumetrically averaged Lyα escape fraction, and find
very similar results. Their derived Lyα escape fraction steadily
increases with redshift below z = 6, then tentatively drops off
at higher redshifts.

Very recently, Ono et al. (2011) report the convincing
detection of Lyα emission in a small fraction (3/11) of LBGs
that, by virtue of their selection using Subaru imaging, are more
luminous (MUV < −21) than most of the objects considered
here. Such a complementary campaign targeting luminous
LBGs selected from larger volumes will provide further
insight into whether reionization is responsible for the declining
fraction of line emission.

We note that our measured decrease in the fraction of LBGs
with strong Lyα potentially agrees with the result of Cowie
et al. (2011). Although they argue against any evidence for
reionization at z = 6.5, they find that ∼24% of galaxies at this
redshift show strong Lyα emission, comparable to the fraction
we detect in this work, spread across a larger redshift range.

With the new generation of multi-object, near-infrared
spectrographs, such as MOSFIRE, set to come online soon,
the prospects for this field are bright. In addition to the
significant multiplexing advantage, the increased sensitivity
of these detectors will allow us to probe the lower luminos-
ity ranges at z " 6.5 to EW limits comparable to those in
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Planck Collaboration: Cosmological parameters

Planck Planck+lensing Planck+WP

Parameter Best fit 68% limits Best fit 68% limits Best fit 68% limits

⌦bh2 . . . . . . . . . . 0.022068 0.02207 ± 0.00033 0.022242 0.02217 ± 0.00033 0.022032 0.02205 ± 0.00028

⌦ch2 . . . . . . . . . . 0.12029 0.1196 ± 0.0031 0.11805 0.1186 ± 0.0031 0.12038 0.1199 ± 0.0027

100✓MC . . . . . . . . 1.04122 1.04132 ± 0.00068 1.04150 1.04141 ± 0.00067 1.04119 1.04131 ± 0.00063

⌧ . . . . . . . . . . . . 0.0925 0.097 ± 0.038 0.0949 0.089 ± 0.032 0.0925 0.089+0.012
�0.014

ns . . . . . . . . . . . 0.9624 0.9616 ± 0.0094 0.9675 0.9635 ± 0.0094 0.9619 0.9603 ± 0.0073

ln(1010As) . . . . . . . 3.098 3.103 ± 0.072 3.098 3.085 ± 0.057 3.0980 3.089+0.024
�0.027

⌦⇤ . . . . . . . . . . . 0.6825 0.686 ± 0.020 0.6964 0.693 ± 0.019 0.6817 0.685+0.018
�0.016

⌦m . . . . . . . . . . . 0.3175 0.314 ± 0.020 0.3036 0.307 ± 0.019 0.3183 0.315+0.016
�0.018

�8 . . . . . . . . . . . 0.8344 0.834 ± 0.027 0.8285 0.823 ± 0.018 0.8347 0.829 ± 0.012

zre . . . . . . . . . . . 11.35 11.4+4.0
�2.8 11.45 10.8+3.1

�2.5 11.37 11.1 ± 1.1

H0 . . . . . . . . . . . 67.11 67.4 ± 1.4 68.14 67.9 ± 1.5 67.04 67.3 ± 1.2

109As . . . . . . . . . 2.215 2.23 ± 0.16 2.215 2.19+0.12
�0.14 2.215 2.196+0.051

�0.060

⌦mh2 . . . . . . . . . 0.14300 0.1423 ± 0.0029 0.14094 0.1414 ± 0.0029 0.14305 0.1426 ± 0.0025

⌦mh3 . . . . . . . . . 0.09597 0.09590 ± 0.00059 0.09603 0.09593 ± 0.00058 0.09591 0.09589 ± 0.00057

YP . . . . . . . . . . . 0.247710 0.24771 ± 0.00014 0.247785 0.24775 ± 0.00014 0.247695 0.24770 ± 0.00012

Age/Gyr . . . . . . . 13.819 13.813 ± 0.058 13.784 13.796 ± 0.058 13.8242 13.817 ± 0.048

z⇤ . . . . . . . . . . . 1090.43 1090.37 ± 0.65 1090.01 1090.16 ± 0.65 1090.48 1090.43 ± 0.54

r⇤ . . . . . . . . . . . 144.58 144.75 ± 0.66 145.02 144.96 ± 0.66 144.58 144.71 ± 0.60

100✓⇤ . . . . . . . . . 1.04139 1.04148 ± 0.00066 1.04164 1.04156 ± 0.00066 1.04136 1.04147 ± 0.00062

zdrag . . . . . . . . . . 1059.32 1059.29 ± 0.65 1059.59 1059.43 ± 0.64 1059.25 1059.25 ± 0.58

rdrag . . . . . . . . . . 147.34 147.53 ± 0.64 147.74 147.70 ± 0.63 147.36 147.49 ± 0.59

kD . . . . . . . . . . . 0.14026 0.14007 ± 0.00064 0.13998 0.13996 ± 0.00062 0.14022 0.14009 ± 0.00063

100✓D . . . . . . . . . 0.161332 0.16137 ± 0.00037 0.161196 0.16129 ± 0.00036 0.161375 0.16140 ± 0.00034

zeq . . . . . . . . . . . 3402 3386 ± 69 3352 3362 ± 69 3403 3391 ± 60

100✓eq . . . . . . . . . 0.8128 0.816 ± 0.013 0.8224 0.821 ± 0.013 0.8125 0.815 ± 0.011

rdrag/DV(0.57) . . . . 0.07130 0.0716 ± 0.0011 0.07207 0.0719 ± 0.0011 0.07126 0.07147 ± 0.00091

Table 2. Cosmological parameter values for the six-parameter base ⇤CDM model. Columns 2 and 3 give results for the Planck
temperature power spectrum data alone. Columns 4 and 5 combine the Planck temperature data with Planck lensing, and columns
6 and 7 include WMAP polarization at low multipoles. We give best fit parameters as well as 68% confidence limits for constrained
parameters. The first six parameters have flat priors. The remainder are derived parameters as discussed in Sect. 2. Beam, calibration
parameters, and foreground parameters (see Sect. 4) are not listed for brevity. Constraints on foreground parameters for Planck+WP
are given later in Table 5.

3.2. Hubble parameter and dark energy density

The Hubble constant, H0, and matter density parameter, ⌦m,
are only tightly constrained in the combination ⌦mh3 discussed
above, but the extent of the degeneracy is limited by the e↵ect
of ⌦mh2 on the relative heights of the acoustic peaks. The pro-
jection of the constraint ellipse shown in Fig. 3 onto the axes
therefore yields useful marginalized constraints on H0 and ⌦m
(or equivalently ⌦⇤) separately. We find the 2% constraint on
H0:

H0 = (67.4 ± 1.4) km s�1 Mpc�1 (68%; Planck). (13)

The corresponding constraint on the dark energy density param-
eter is

⌦⇤ = 0.686 ± 0.020 (68%; Planck), (14)

and for the physical matter density we find

⌦mh2 = 0.1423 ± 0.0029 (68%; Planck). (15)

Note that these indirect constraints are highly model depen-
dent. The data only measure accurately the acoustic scale, and

the relation to underlying expansion parameters (e.g., via the
angular-diameter distance) depends on the assumed cosmology,
including the shape of the primordial fluctuation spectrum. Even
small changes in model assumptions can change H0 noticeably;
for example, if we neglect the 0.06 eV neutrino mass expected
in the minimal hierarchy, and instead take

P
m⌫ = 0, the Hubble

parameter constraint shifts to

H0 = (68.0 ± 1.4) km s�1 Mpc�1 (68%; Planck,
P

m⌫ = 0). (16)

3.3. Matter densities

Planck can measure the matter densities in baryons and dark
matter from the relative heights of the acoustic peaks. However,
as discussed above, there is a partial degeneracy with the spec-
tral index and other parameters that limits the precision of the
determination. With Planck there are now enough well measured
peaks that the extent of the degeneracy is limited, giving ⌦bh2 to
an accuracy of 1.5% without any additional data:

⌦bh2 = 0.02207 ± 0.00033 (68%; Planck). (17)
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3.2. Hubble parameter and dark energy density

The Hubble constant, H0, and matter density parameter, ⌦m,
are only tightly constrained in the combination ⌦mh3 discussed
above, but the extent of the degeneracy is limited by the e↵ect
of ⌦mh2 on the relative heights of the acoustic peaks. The pro-
jection of the constraint ellipse shown in Fig. 3 onto the axes
therefore yields useful marginalized constraints on H0 and ⌦m
(or equivalently ⌦⇤) separately. We find the 2% constraint on
H0:

H0 = (67.4 ± 1.4) km s�1 Mpc�1 (68%; Planck). (13)

The corresponding constraint on the dark energy density param-
eter is

⌦⇤ = 0.686 ± 0.020 (68%; Planck), (14)

and for the physical matter density we find
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Note that these indirect constraints are highly model depen-
dent. The data only measure accurately the acoustic scale, and

the relation to underlying expansion parameters (e.g., via the
angular-diameter distance) depends on the assumed cosmology,
including the shape of the primordial fluctuation spectrum. Even
small changes in model assumptions can change H0 noticeably;
for example, if we neglect the 0.06 eV neutrino mass expected
in the minimal hierarchy, and instead take
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m⌫ = 0, the Hubble

parameter constraint shifts to

H0 = (68.0 ± 1.4) km s�1 Mpc�1 (68%; Planck,
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3.3. Matter densities

Planck can measure the matter densities in baryons and dark
matter from the relative heights of the acoustic peaks. However,
as discussed above, there is a partial degeneracy with the spec-
tral index and other parameters that limits the precision of the
determination. With Planck there are now enough well measured
peaks that the extent of the degeneracy is limited, giving ⌦bh2 to
an accuracy of 1.5% without any additional data:

⌦bh2 = 0.02207 ± 0.00033 (68%; Planck). (17)
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Planck Collaboration: Cosmological parameters

Fig. 10. Planck TT power spectrum. The points in the upper panel show the maximum-likelihood estimates of the primary CMB
spectrum computed as described in the text for the best-fit foreground and nuisance parameters of the Planck+WP+highL fit listed
in Table 5. The red line shows the best-fit base ⇤CDM spectrum. The lower panel shows the residuals with respect to the theoretical
model. The error bars are computed from the full covariance matrix, appropriately weighted across each band (see Eqs. 36a and
36b), and include beam uncertainties and uncertainties in the foreground model parameters.

Fig. 11. Planck T E (left) and EE spectra (right) computed as described in the text. The red lines show the polarization spectra from
the base ⇤CDM Planck+WP+highL model, which is fitted to the TT data only.
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Planck polarisation ~2014 constraints ~2-3 PCA of history

Planck teaser for polarisation quality...

Planck XVI 2013 red curve=prediction from TT maps; blue points=Planck polarisation data
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SPT uses patchy kSZ signal to constrain duration of reionization
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Fig. 13.— CMB constraint on the redshift evolution of the mean neutral fraction for the (most conservative) free amplitude, ⇥-independent
tSZ-CIB correlation case. The SPT+WMAP 68/95% confidence range is indicated by the thick/thin curves. We also show other constraints
on the neutral fraction based on quasar spectra (blue and violet constraints as well as black lower limits), a gamma ray burst (red upper
limit), and Ly� emitters (green upper limits).

thick black contours are the 1 and 2 ⇥ likelihood contours
respectively from the CMB data. Also shown in the up-
per panel are external constraints on reionization from
the Ly-� forest (McGreer et al. 2011), Ly-� emitters
(LAEs) (Malhotra & Rhoads 2004; Ouchi et al. 2010),
a gamma ray burst GRB 050904 (Totani et al. 2006),
and quasar proximity regions (Mesinger & Haiman 2007;
Mortlock et al. 2011). In the lower panel, we plot con-
straints on the residual neutral fraction after reioniza-
tion from the Ly-� forest (Fan et al. 2006; Becker et al.
2007). The previously published data constrain the rel-
atively narrow interval of redshifts ⇤ 5� 7. Most results
are upper limits, meaning they are consistent with reion-
ization having concluded much earlier. This is also true
for the Ly-� forest points in the lower panel which cor-
respond to very low neutral fractions (Fan et al. 2006;
Becker et al. 2007). The SPT+WMAP7 data narrows in
on a previously unexplored region of the (z, 1�x̄e)-plane.
Two constraints are in mild tension with our results.

These are the lower limits on 1� x̄e obtained from pos-
sible detections of damping wing absorption in quasar
proximity zones by Mesinger & Haiman (2004, 2007),
and to a lesser extent Mortlock et al. (2011); Bolton
et al. (2011). Additional proximity zone spectra, fur-
ther modeling (e.g., Bolton & Haehnelt 2007a; Maselli
et al. 2007; Lidz et al. 2006), and constraints from other
datasets should clarify the ionization state of the IGM

at z = 6� 7.
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whether there is tension with observations of the Ly-�
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of the mean transmitted flux through the Ly-� forest
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time (Miralda-Escude 2003; Bolton & Haehnelt 2007).
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(Pen et al. 2009), PAPER (Parsons et al. 2009) and SKA
(Johnston et al. 2008). Improved constraints on the his-
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Optical depth from WMAP constrains midpoint of reionization

Planck Collaboration: Cosmological parameters

Planck Planck+lensing Planck+WP

Parameter Best fit 68% limits Best fit 68% limits Best fit 68% limits

⌦bh2 . . . . . . . . . . 0.022068 0.02207 ± 0.00033 0.022242 0.02217 ± 0.00033 0.022032 0.02205 ± 0.00028

⌦ch2 . . . . . . . . . . 0.12029 0.1196 ± 0.0031 0.11805 0.1186 ± 0.0031 0.12038 0.1199 ± 0.0027

100✓MC . . . . . . . . 1.04122 1.04132 ± 0.00068 1.04150 1.04141 ± 0.00067 1.04119 1.04131 ± 0.00063

⌧ . . . . . . . . . . . . 0.0925 0.097 ± 0.038 0.0949 0.089 ± 0.032 0.0925 0.089+0.012
�0.014

ns . . . . . . . . . . . 0.9624 0.9616 ± 0.0094 0.9675 0.9635 ± 0.0094 0.9619 0.9603 ± 0.0073

ln(1010As) . . . . . . . 3.098 3.103 ± 0.072 3.098 3.085 ± 0.057 3.0980 3.089+0.024
�0.027

⌦⇤ . . . . . . . . . . . 0.6825 0.686 ± 0.020 0.6964 0.693 ± 0.019 0.6817 0.685+0.018
�0.016

⌦m . . . . . . . . . . . 0.3175 0.314 ± 0.020 0.3036 0.307 ± 0.019 0.3183 0.315+0.016
�0.018

�8 . . . . . . . . . . . 0.8344 0.834 ± 0.027 0.8285 0.823 ± 0.018 0.8347 0.829 ± 0.012

zre . . . . . . . . . . . 11.35 11.4+4.0
�2.8 11.45 10.8+3.1

�2.5 11.37 11.1 ± 1.1

H0 . . . . . . . . . . . 67.11 67.4 ± 1.4 68.14 67.9 ± 1.5 67.04 67.3 ± 1.2

109As . . . . . . . . . 2.215 2.23 ± 0.16 2.215 2.19+0.12
�0.14 2.215 2.196+0.051

�0.060

⌦mh2 . . . . . . . . . 0.14300 0.1423 ± 0.0029 0.14094 0.1414 ± 0.0029 0.14305 0.1426 ± 0.0025

⌦mh3 . . . . . . . . . 0.09597 0.09590 ± 0.00059 0.09603 0.09593 ± 0.00058 0.09591 0.09589 ± 0.00057

YP . . . . . . . . . . . 0.247710 0.24771 ± 0.00014 0.247785 0.24775 ± 0.00014 0.247695 0.24770 ± 0.00012

Age/Gyr . . . . . . . 13.819 13.813 ± 0.058 13.784 13.796 ± 0.058 13.8242 13.817 ± 0.048

z⇤ . . . . . . . . . . . 1090.43 1090.37 ± 0.65 1090.01 1090.16 ± 0.65 1090.48 1090.43 ± 0.54

r⇤ . . . . . . . . . . . 144.58 144.75 ± 0.66 145.02 144.96 ± 0.66 144.58 144.71 ± 0.60

100✓⇤ . . . . . . . . . 1.04139 1.04148 ± 0.00066 1.04164 1.04156 ± 0.00066 1.04136 1.04147 ± 0.00062

zdrag . . . . . . . . . . 1059.32 1059.29 ± 0.65 1059.59 1059.43 ± 0.64 1059.25 1059.25 ± 0.58

rdrag . . . . . . . . . . 147.34 147.53 ± 0.64 147.74 147.70 ± 0.63 147.36 147.49 ± 0.59

kD . . . . . . . . . . . 0.14026 0.14007 ± 0.00064 0.13998 0.13996 ± 0.00062 0.14022 0.14009 ± 0.00063

100✓D . . . . . . . . . 0.161332 0.16137 ± 0.00037 0.161196 0.16129 ± 0.00036 0.161375 0.16140 ± 0.00034

zeq . . . . . . . . . . . 3402 3386 ± 69 3352 3362 ± 69 3403 3391 ± 60

100✓eq . . . . . . . . . 0.8128 0.816 ± 0.013 0.8224 0.821 ± 0.013 0.8125 0.815 ± 0.011

rdrag/DV(0.57) . . . . 0.07130 0.0716 ± 0.0011 0.07207 0.0719 ± 0.0011 0.07126 0.07147 ± 0.00091

Table 2. Cosmological parameter values for the six-parameter base ⇤CDM model. Columns 2 and 3 give results for the Planck
temperature power spectrum data alone. Columns 4 and 5 combine the Planck temperature data with Planck lensing, and columns
6 and 7 include WMAP polarization at low multipoles. We give best fit parameters as well as 68% confidence limits for constrained
parameters. The first six parameters have flat priors. The remainder are derived parameters as discussed in Sect. 2. Beam, calibration
parameters, and foreground parameters (see Sect. 4) are not listed for brevity. Constraints on foreground parameters for Planck+WP
are given later in Table 5.

3.2. Hubble parameter and dark energy density

The Hubble constant, H0, and matter density parameter, ⌦m,
are only tightly constrained in the combination ⌦mh3 discussed
above, but the extent of the degeneracy is limited by the e↵ect
of ⌦mh2 on the relative heights of the acoustic peaks. The pro-
jection of the constraint ellipse shown in Fig. 3 onto the axes
therefore yields useful marginalized constraints on H0 and ⌦m
(or equivalently ⌦⇤) separately. We find the 2% constraint on
H0:

H0 = (67.4 ± 1.4) km s�1 Mpc�1 (68%; Planck). (13)

The corresponding constraint on the dark energy density param-
eter is

⌦⇤ = 0.686 ± 0.020 (68%; Planck), (14)

and for the physical matter density we find

⌦mh2 = 0.1423 ± 0.0029 (68%; Planck). (15)

Note that these indirect constraints are highly model depen-
dent. The data only measure accurately the acoustic scale, and

the relation to underlying expansion parameters (e.g., via the
angular-diameter distance) depends on the assumed cosmology,
including the shape of the primordial fluctuation spectrum. Even
small changes in model assumptions can change H0 noticeably;
for example, if we neglect the 0.06 eV neutrino mass expected
in the minimal hierarchy, and instead take

P
m⌫ = 0, the Hubble

parameter constraint shifts to

H0 = (68.0 ± 1.4) km s�1 Mpc�1 (68%; Planck,
P

m⌫ = 0). (16)

3.3. Matter densities

Planck can measure the matter densities in baryons and dark
matter from the relative heights of the acoustic peaks. However,
as discussed above, there is a partial degeneracy with the spec-
tral index and other parameters that limits the precision of the
determination. With Planck there are now enough well measured
peaks that the extent of the degeneracy is limited, giving ⌦bh2 to
an accuracy of 1.5% without any additional data:

⌦bh2 = 0.02207 ± 0.00033 (68%; Planck). (17)
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one parameter

model is not enough
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More needed...

QSO

redshift=

Age of Universe=

∫
CMB

Existing observations leaves much unanswered

SKA will map out details of reionization 

HUDF

Possible hints of neutral hydrogen at z~7, e.g. z=7 QSO, LAE/LBG ratio

By 2020: possible advances...
1) Planck polarisation could constrain redshift and duration of reionization
2) HST+JWST will have observed bright end of luminosity function to z~12
    (faint end will still be incomplete; connection to ionizing photons may still be unclear)
3) Little advance in QSO (more at z~7) - wait for Euclid in 2020 to push to z~8
4) LAE surveys into EoR will be more advanced (HSC) - maybe clustering => patchy reionization?
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Global vs Fluctuations
COBE-FIRAS WMAP

to overlap, and (2) the excursion-set barrier (the criterion for ion-
ization) becomes, as per Furlanetto et al. (2004a),

fcoll(x1;M ; z) ! !"1; ð14Þ

where ! is some efficiency parameter and fcoll(x1;M ; z) is the frac-
tion of mass residing in collapsed halos inside a sphere of mass
M ¼ 4/3"R3#̄½1þ h$nl(x1; z)iR(, with mean physical overdensity
h$nl(x1; z)iR, centered on Eulerian coordinate x1, at redshift z.
Equation (14) is only an approximate model and makes sev-

eral simplifying assumptions about reionization. In particular, it
assumes a constant ionizing efficiency per halo and ignores spa-
tially dependent recombinations and radiative feedback effects.
It can easily be modified to include these effects (e.g., Furlanetto
et al. 2004b, 2006a; Furlanetto & Oh 2005), and we plan to do so
in future work. Here we present the simplest case in order to best
match current RT numerical simulations.

This prescription models the ionization field as a two-phase
medium, containing fully ionized regions (which we refer to as

H ii bubbles) and fully neutral regions. This is obviously much
less information than can be gleaned from a full RT simulation,
which precisely tracks the ionized fraction. However, H ii bubbles
are typically highly ionized during reionization, and formany pur-
poses (such as for 21 cm maps), this two-phase approximation is
perfectly adequate.
In order to ‘‘find’’ the H ii bubbles at each redshift we smooth

the halo field onto a 2003 grid. Then we filter the halo field using
a real-space top-hat filter, starting on scales comparable to the
box size and decreasing to grid cell scales in logarithmic steps of
width!M /M ¼ 0:33. At each filter scale, we use the criterion in
equation (14) to check whether the region is ionized. If so, we flag
all pixels inside that region as ionized.We do this for all pixels and
scales, regardless of whether the resulting bubble would overlap
with other bubbles. Note, therefore, that the nominal ionizing
efficiency ! that we use as an input parameter does not equal
(1" x̄H i)/fcoll. They typically differ by P30%, with ! fcollk 1"
x̄H i very early in reionization, with a slight inequality due to
the undercounting of photons from the overlap regions of the

Fig. 3.—Slices through the halo field from our simulation box at z ¼ 8:25. The halo field is generated on a 12003 grid and then mapped to a 4003 grid for viewing
purposes. Each slice is 100Mpc on a side and 0.25Mpc deep. Collapsed halos are shown. Left: Halo field directly filtered in Lagrangian space. Right: Map of the field to
Eulerian space according to linear theory (see x 2.4 and eq. [9]). The right panel corresponds to the bottom left (x̄H i ¼ 0:53) ionization field in Fig. 5. [See the electronic
edition of the Journal for a color version of this figure.]

Fig. 4.—Slices from the ionization field at z ¼ 6:89 created using different algorithms. All slices are 93.7 Mpc on a side and 0.37 Mpc deep, with the mean neutral
fraction in the box being x̄H i ¼ 0:49. Ionized regions are shown as white. The leftmost panel was created by performing the bubble-filtering procedure of Zahn et al.
(2007) directly on the linear density field. The second panel was created by performing their bubble-filtering procedure on their N-body halo field, but with the slightly
different barrier definition in eq. (14). The third panel was created by performing our bubble-filtering procedure described in x 3 on the same N-body halo field. The
rightmost panel (from Zahn et al. 2007) was created using an RT algorithm on the same halo field.

MESINGER & FURLANETTO668 Vol. 669

EDGES 11

FIG. 8: residuals at 0.5mK

LOFAR



Jonathan PritchardSKA-low 2013

21 cm basics

n1/n0 = 3 exp(�h�21cm/kTs)

Hyperfine transition of neutral hydrogen

Spin temperature describes 
relative occupation of levels

Useful numbers:

100 MHz� z = 13
200 MHz� z = 6

70 MHz⇥ z � 20

tAge(z = 10) � 500 Myr

tAge(z = 6) � 1 Gyr

tAge(z = 20) � 150 Myr

tGal(z = 8) � 100 Myr

11S1/2

10S1/2
n0

n1

� = 21 cm ν21cm=1420 MHz

50 MHz => z~27

tAge(z=27) ~100 Myr 
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21 cm line in cosmology

CMB acts as
back light

Neutral gas
imprints signal

Redshifted signal
detected

z = 0
� = 100MHz� = 1.4 GHz

z = 13

TS

Tk

TbT�

spin temperature set by different mechanisms:
Radiative transitions (CMB)
Collisions
Wouthysen-Field effect (resonant scattering of Lyα) 
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Nature of first galaxies?

Lyman alpha photons 
originate from stars

Population II or III?

Star formation rate?

When did galaxies form?
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Thermal history

• X-rays likely dominant heating source in the early universe 
   - (also Lya heating, shocks but inefficient)

mini-quasarSNRX-ray binary

• Only weak constraints from diffuse soft X-ray background
Dijkstra, Haiman, Loeb 2004

• Fiducial model extrapolates local X-ray-FIR correlation to 
  connect X-ray emission to star formation rate
   ~1 keV per baryon in stars

Madau+1997, Chen+ 2004
McQuinn & O’Leary 2012
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Absolute temperature measurements
Bowman & Rogers 2010EDGES (I&II) BIGHORNS 

        - Tingay+
    also CoRE - Ekers+

Burns+
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Figure 4. Aerial view of LWA1, the recently completed first LWA station.

3. The Long Wavelength Array

The LWA will be a premier US facility for exploring the low-frequency radio spectrum

between 10 and 88 MHz, and will provide fundamental advances in knowledge, particularly

in the areas of astrophysics and ionospheric physics. This facility will also be important for

educating US students and for creating an expert academic user community that can achieve

future scientific advances in important areas of ionospheric and astrophysical research.

The LWA uses a primary receiving element design that incorporates broadband, crossed,

linearly polarized dipoles. The elements are stationary and pointed electronically. These

elements are grouped into stations each containing 256 dual-polarization antennas within

a 110 m diameter (see Fig. 4); and specifications in Table 1). Each station beam can be

steered to any point in the sky by adjusting the digital delays of the individual elements.

Beam steering is entirely electronic (and thus nearly instantaneous), and as each antenna

views much of the sky (�120�), it is possible to form independent beams. Each of the

four available beams has two selectable frequency tunings, and each tuning has a maximum

sampling rate of 19.6 MSPS, providing about 16 MHz of bandwidth. The output from each

beam can be averaged temporally and spectrally to provide 4096 spectral channels. The

data are then streamed to disk for later analysis.

The first station of the LWA (LWA1) is nearing completion, and will be fully operational

before the start of this proposal (see Table 2). LWA1 is located near the center of the

EVLA, and is operated by the University of New Mexico on behalf of the LWA Project.

This proposal aims to make use of LWA1 only, operating independently of any other LWA

stations which may be in various stages of construction.

5

LEDA PI: Greenhill

DAWN PI: Bowman
Bowman & Rogers 2010

EDGES

Switch between sky and
 calibrated reference source
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Foreground removal
Look for sharp 21 cm features
against smooth foregrounds

Shaver+ 1999

8

V. REIONIZATION

In this section, we will consider the possibility of constraining the evolution of the hydrogen

neutral fraction. Predicting the reionization history has attracted a great deal of attention in

recent years. Constraints arise from the Lyman alpha forest, the optical depth to the CMB, and

numerous other locations. Although these may be combined to constrain the reionization history

[e.g. 5], the quality of the data is poor.

Given the uncertainty associated with making detailed predictions for the evolution of xH ,

we will take a toy tanh model for reionization (as used by the WMAP analysis)with parameters

describing the two main features of reionization: its mid point zr and duration �z. We will further

assume that the 21 cm spin temperature can be taken to be saturated at the relevant redshifts

(a reasonable although not guaranteed simplifying assumption). With this the 21 cm brightness

temperature is given by

Tb(z) =
T21

2

�
1 + z

10

⇥1/2 ⇤
tanh

�
z � zr

�z

⇥
+ 1

⌅
. (8)

In principle, the amplitude of the signal T21 is calculable from first principles (T21 = 27 mK for

our fiducial cosmology), but we leave it as a free parameter. This helps us gauge how well the

experiment is really detecting the 21 cm signal.

Figure 6 shows a few di⇥erent histories for this model.

Before exploring the larger parameter space allowed by the WMAP constraints, we validate our

Fisher matrix against a more numerically intensive Monte-Carlo. Taking fiducial values of zr = 8,

�z = 1, and Npoly = 3, we fit the model and foreground for 106 realisations of the thermal noise.

The resulting parameter contours are shown in Figure 7 along with the Fisher matrix constraints.

These are in good agreement giving us faith in our underlying formalism.

It should be noted though that this formalism breaks down when the Fisher matrix errors

become large enough that reionization parameters are not well constrained. comment on point

at which things actually break down

We now consider two 21 cm global experiments: an optimistic scenario in which we need only

remove a Npoly = 3 polynomial and one where we need a Npoly = 6 polynomial. In each case, we

assume an experiment covering the frequency range 100� 250 MHz in 50 bins and integrating for

500 hours. The resulting potential detection region is shown in Figure 8.

The detection region shows a number of wiggles associated with points in the frequency range

where the shape of the 21 cm signal becomes more or less degenerate with the polynomial fitting.

Foreground

Signal

5

FIG. 3: Foregrounds

10 mK signal. Nonetheless, given the smooth frequency dependence of the foregrounds we are

motivated to try fitting the foreground out using a low order polynomial in the hope that this

leaves the signal behind. This has been shown by many authors to be a reasonable proceedure [?

].

FIG. 4: Residuals left over after fitting a n-th order polynomial in log � to the foreground from the GSM.

Throughout this paper, we will fit the foregrounds using a polynomial of the form

log Tfit =
N

poly�

i=0

ai log(�/�0)i. (2)

Here �0 is a pivot scale and we will generally recast a0 � log T0 to emphasise that the zeroth order

coe�cient has units of temperature. The lower panel of Figure 4 shows the residuals left over after

Extended reionization histories
closer to foregrounds

Can also exploit spatial information 
- dipole with gain e.g. DARE
- array e.g. LWA as LEDA, 
LOFAR tile as LOCOS

Liu, Pritchard,Tegmark, Loeb 2012
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Stories and myths
2

TMT8 may provide a glimpse of the Universe at z ! 12
they peer through a narrow field of view and are unlikely
to touch upon redshifts z ! 20. As we will show, 21
cm global experiments could potentially provide crude
constraints on even higher redshifts at a much lower cost.
The structure of this paper is as follows. In §II, we

begin by describing the basic physics that drives the evo-
lution of the 21 cm global signature and drawing atten-
tion to the key observable features. We follow this in §III
with a discussion of the foregrounds, which leads into our
presenting a Fisher matrix formalism for predicting ob-
servational constraints in §IV. In §V and §VI we apply
this formalism to the signal from reionization and the
first stars, respectively. After a brief discussion in §VII
of the prospects for detecting the signal from the dark
ages before star formation, we conclude in §VIII.
Throughout this paper where cosmological parameters

are required we use the standard set of values Ωm = 0.3,
ΩΛ = 0.7, Ωb = 0.046, H = 100h km s−1Mpc−1 (with
h = 0.7), nS = 0.95, and σ8 = 0.8, consistent with the
latest measurements [14].

II. PHYSICS OF THE 21 CM GLOBAL SIGNAL

The physics of the cosmological 21 cm signal has been
described in detail by a number of authors [15, 16] and
we focus here on those features relevant for the global
signal. It is important before we start to emphasise our
uncertainty in the sources of radiation in the early Uni-
verse, so that we must of necessity extrapolate far beyond
what we know to make predictions for what we may find.
Nonetheless the basic atomic physics is well understood
and a plausible understanding of the likely history is pos-
sible.
The 21 cm line frequency ν21 cm = 1420MHz redshifts

for z = 6 − 27 into the range 200-50 MHz. The signal
strength may be expressed as a differential brightness
temperature relative to the CMB

Tb = 27xHI

(

TS − Tγ

TS

)(

1 + z

10

)1/2

× (1 + δb)

[

∂rvr
(1 + z)H(z)

]

−1

mK, (1)

where xHI is the hydrogen neutral fraction, δb is the over-
density in baryons, TS is the 21 cm spin temperature, Tγ

is the CMB temperature, H(z) is the Hubble parameter,
and the last term describes the effect of peculiar velocities
with ∂rvr the derivative of the velocities along the line
of sight. Throughout this paper, we will neglect fluctua-
tions in the signal so that neither of the terms δb nor the
peculiar velocities will be relevant. Fluctuations in xH

8 http://www.tmt.org/

and δb will be relevant for the details of the signal, but
are not required to get the broad features of the signal,
on which we focus here.

FIG. 1: Evolution of the 21 cm global signal for different
scenarios. Solid blue curve: no stars; solid red curve: TS !
Tγ ; black dotted curve: no heating; black dashed curve: no
ionization; black solid curve: full calculation.

The evolution of Tb is thus driven by the evolution of
xH and TS and is illustrated for redshifts z < 100 in
Figure 1. Early on, collisions drive TS to the gas temper-
ature TK , which after thermal decoupling (at z ≈ 1000)
has been cooling faster than the CMB leading to a 21 cm
absorption feature ([TS − Tγ ] < 0). Collisions start to
become ineffective at redshifts z ∼ 80 and scattering of
CMB photons begins to drive TS → Tγ causing the sig-
nal to disappear. In the absence of star formation, this
would be the whole story [17].
Star formation leads to the production of Lyα photons,

which resonantly scatter off hydrogen coupling TS to TK

via the Wouthysen-Field effect [18, 19]. This produces
a sharp absorption feature beginning at z ∼ 30. If star
formation also generates X-rays they will heat the gas,
first causing a decrease in Tb as the gas temperature is
heated towards Tγ and then leading to an emission sig-
nal, as the gas is heated to temperatures TK > Tγ . For
TS & Tγ all dependence on the spin temperature drops
out of equation (1) and the signal becomes saturated.
This represents a hard upper limit on the signal. Finally
reionization will occur as UV photons produce bubbles
of ionized hydrogen that percolate, removing the 21 cm
signal.
We may thus identify five main events in the history

of the 21 cm signal: (i) collisional coupling becoming in-
effective (ii) Lyα coupling becoming effective (iii) heat-
ing occurring (iv) reionization beginning (v) reionization

3

ending. In the scenario described above the first four of
these events generates a turning point (dTb/dz = 0) and
the final event marks the end of the signal. We reiterate
that the astrophysics of the sources driving these events
is very uncertain, so that when or even if these events
occur as described is currently unknown. Figure 2 shows
a set of histories for different values of the X-ray and Lyα
emissivity, parametrized about our fiducial model by fX
and fα representing the product of the emissivity and the
star formation efficiency following Ref. [16]. Clearly the
positions of these features may move around both in the
amplitude of Tb and the frequency at which they occur.

FIG. 2: Dependence of 21 cm signal on the X-ray (top panel)
and Lyα (bottom panel) emissivity. In each case, we consider
examples with the emissivity reduced or increased by a factor
of up to 100. Note that in our model fX and fα are really the
product of the emissivity and the star formation efficiency.

We view this to be the most likely sequence of events
for plausible astrophysical models. We are reassured in
this sequencing since, in the absence of Lyα photons es-
caping from galaxies [20], X-rays will also produce Lyα
photons [21, 22] and so couple TS to TK and, in the ab-
sence of X-rays, scattering of Lyα photons heats the gas
[23]. In each case the relative sequence of events is likely
to be maintained. We will return to how different models
may be distinguished later and now turn to the presence
of foregrounds between us and the signal.

III. FOREGROUNDS

At the frequencies of interest (10-250 MHz), the sky
is dominated by synchrotron emission from the galaxy.
A useful model of the sky has been put together by Ref.
[24] using all existing observations. The sky at 100 MHz

is shown in Figure 3, where the form of the galaxy is
clearly visible. In this paper, we will be focusing upon
observations by single dipole experiments. These have
beam shapes with a typical field-of-view of tens of de-
grees. The lower panel of Figure 3 shows the beam of
dipole (approximated here as a single cos2 θ lobe) sit-
ting at the MWA site in Australia (approximate latitude
26◦59’S), observing at zenith, and integrated over a full
day. Although the dipole does not see the whole sky at
once it does average over large patches. We will therefore
neglect spatial variations (although we will return to this
point in our conclusions).

FIG. 3: Top panel: Radio map of the sky at 100 MHz gen-
erated from Ref. [24]. Bottom panel: Ideal dipole response
averaged over 24 hours.

Averaging the foregrounds over the dipole’s angular re-
sponse gives the spectrum shown in the top panel of Fig-
ure 4. First note that the amplitude of the foregrounds is
large ∼ 100K compared to the 10 mK signal. Nonethe-
less, given the smooth frequency dependence of the fore-
grounds we are motivated to try fitting the foreground
out using a low order polynomial in the hope that this
leaves the signal behind. This has been shown by many
authors [e.g. 25, 26] to be a reasonable procedure in the
case of 21 cm tomography. There the inhomogeneities
fluctuate rapidly with frequency, so that only the largest
Fourier modes of the signal are removed. In the case of
the global 21 cm signal our signal is relatively smooth in
frequency, especially if the bandwidth of the instrument
is small. Throwing the signal out with the foregrounds
is therefore a definite concern.

Throughout this paper, we will fit the foregrounds us-

Do we have all the physics? What do galaxies look like?

Pritchard & Loeb 2010

absorption trough 
probes properties

of first galaxies

reionization step
constrains duration

and when of reionization

X-rays

Ly-alpha
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21 cm global signal

•21 cm global signal accessible with few-N dipole experiments

•Instrumental calibration and foreground removal are
key to extracting astrophysics

• Sensitive to major transitions in the thermal and ionization 
history

• Constrains basic properties of the first galaxies (and exotic 
energy injection)

• Experiments in their infancy and lots of room for progress

• Complementary to 21cm tomography. 

Harker, Pritchard, Burns, Bowman 2011
Liu, Pritchard, Tegmark, Loeb 2012
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21 cm experiments

SKA

LOFAR MWA PAPER

Several interferometers under construction
data expected in the next few years 
probe reionization (z<12)

Next generation required for probing fluctuations
from the first galaxies (z>12)
e.g. Square Kilometer Array (~2017-22)

GMRT
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Foreground removal
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Foregrounds ~ 103-105 signal

More on foregrounds in other talks: drives longer baselines for point source removal
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Imaging large scale structures
Correlations in structure on ~120h-1 
Mpc from LSS may be visible in LOFAR

Ionization map
xH=0.2

Imaging Neutral Hydrogen During the EoR with LOFAR 7

Figure 4. EoR maps at redshift 9, with a hxHIi = 0.2 field of view of
2.5

� ⇥ 2.5

� (note that the LOFAR field of view will be around 5

� ⇥ 5

�).
Panel A shows the original simulated EoR map at full resolution. The map
shown in Panel B is smoothed with a 20 arcmin (standard deviation) Gaus-
sian kernel. Panel C shows the same map as in B but with noise added to
it assuming 600 hours of observation with LOFAR. Panel D is the same
as C, i.e., with 600 hours of observation noise, but here the foregrounds
were added and then extracted with the Wp fitting procedure (Harker et al.
2009b). Panel E is the same as C but with half the noise level of the map
in panel B (2400 hours of observation). Panel F is the same but with 2400
hours of observation noise and foregrounds that were added and then ex-
tracted with the Wp fitting procedure. The contour levels are colour coded
as shown in the colour table at the top of the figure.

of the plots indicates that they are dominated by white noise. We
would like to emphasize that this is not the system noise contribu-
tion which typically has a much larger amplitude and is not white
(see Fig. 2). Therefore, in order to compare the phases of the var-
ious images, we only take into account the pixels that have values
larger than 10�4 times the maximum amplitude.

Next, we plot the phases of the pixels with relatively high am-
plitudes (> 10�4 of the maximum amplitude). Each of the four
panels of Fig. 6 plots the phases of the reconstructed images (maps
C-F in Fig. 4) versus the phases of the original map (map B in
Fig. 4). These plots are presented as density plots. A high corre-
lation shows as high concentration of points (high contour values)

Figure 5. The rank-ordered Fourier space amplitude for each of the 5 im-
ages, B-F, shown in Fig. 4. All curves are normalized with respect to their
maximum amplitudes. The solid black line is plot for map B whereas the
other curves show the Fourier space amplitudes of image C (blue dotted
line), D (cyan dashed line), E (red dotted-dashed line) and F (magenta dou-
ble dotted-dashed line). All uv-maps are dominated by the highest few
hundred pixels. The rest of the Fourier space pixels are noise dominated
as demonstrated by the sudden drop in the amplitudes and their almost flat
slope thereafter.

along the diagonal. In all the panels the correlation between the
phases is obvious. The best correlation is clearly obtained in the
lower left panel because map E has the lowest noise and is without
foregrounds. The worst correlation, though still a very clear cor-
relation, is obtained in the upper right panel because map D has
high noise and still has some residuals from the subtraction of the
foregrounds.

We repeated the same procedure on the
200 h�1 comoving Mpc BEARS simulations and get very
similar results. To cover the same angular size as the previ-
ous simulation we tile the BEARS simulation box to reach
400 h�1 comoving Mpc. The result of this simulation is shown
in Fig. 7, where the left panel shows the original 20 arcmin.
smoothed simulation assuming 2400 hours of Observation with
LOFAR. The right panel shows the extracted image after adding
noise and foregrounds also smoothed with 20 arcmin. Gaussian.
The two maps are clearly very similar with a correlation coefficient
of ⇡ 0.61. The correlation coefficient here is lower that the same
comparison done with the previous simulation (between panels B
and F in Fig. 4) due the relatively small size of the simulation box
where the number of large-scales modes is smaller.

This conclusion is insensitive to the type of source we assume
to power reionization, i.e., thermal or power-law. This is reassuring
and indicates that this effect is driven more by the very large-scale
structure than by the details of the reionization process. It should be
emphasized here that with higher resolution the increased number
of low-mass sources might slightly change the picture, but not in
a drastic way, as already seen in very large-scale high-resolution
simulations (Iliev & Mellema, private communication).
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4 Observational Challenges & Strategies
In this section we outline some of the important issues to consider when designing an CD/EoR
observational strategy and basic design reference for SKA-low.

4.1 Fields size: sample variance and discovery space
The optimal observational field sizes and locations will be determined by a number of com-
peting requirements, both scientific and technical. While in general it would be desirable to
maximize the size of fields in order to obtain better statistics, there is a trade off between the
field size and the array design: (1) Large FoV requires small station sizes, which for a fixed col-
lecting area means a large number of stations and hence a high computing cost for correlation.
We therefore need to identify the minimum requirements for the SKA survey field to achieve
the desired EoR science goals. (2) Furthermore, given a finite sky coverage, the question is
where this coverage should be placed to gain maximum synergy with over surveys, while at the
same time maximizing the conditions for good quality data.
The main requirement for survey size is the desire to observe a representative sample of the
Universe. This is important for minimizing sample variance (occasionally equated to cosmic
variance in the literature) in statistical measurements of the power spectrum (see also Section 5).
Crudely the number of modes with wavenumber k that fit into a survey volume V is given
by N

k

= 4⇡✏k3V/(2⇡)3, for logarithmic bins of �k = ✏k and the uncertainty in the power
spectrum from the sample variance around redshift z ⇡ 10 is

�P/P = 2/
p

N
k

⇡ 0.01

✓
k

0.1Mpc�1

◆�3/2 ✓
V

1Gpc3

◆�1/2 ⇣ ✏

0.5

⌘�1/2

. (9)

Thus, assuming ✏ = 0.5 a volume of 1 Gpc3 is required to reduce sample variance to the 1%
level on scales ⇠ 0.1Mpc�1 where the EoR signal is likely to be greatest. In Section 5.2.1 we
further discuss the requirements – based on noise rather than sample variance, and also both
combined – for power-spectrum determinations.
A rough scaling relation for the comoving volume of a cylindrical survey, accurate to ⇠ 10%
over the relevant redshift range for EoR observations (z ⇡ 6� 30), is

Vsurvey ⇡ 0.1Gpc3
✓

✓

5�

◆2 ✓
B

12MHz

◆⇥
(1 + z)1/2 � 2

⇤
. (10)

We note that multi-beaming is not included in this volume calculation. The redshift dependence
is therefore relatively weak, about a factor of three over the full redshift range, but is the main
source of the fit error here. A field of view 5� across corresponds to a transverse comoving
distance of 1 Gpc, while 10 MHz gives a line of sight comoving depth of ⇠0.2 Gpc. The take
away point of this back of the envelope calculation is that fields 5� across are sufficient to allow
for sample variance limited errors of ⇠ 3% on the scales of greatest interest for the 21-cm
power spectrum. To go to ⇠1% sample variance errors requires 10 such beams either through
multi-beaming (see also Section 5.3) or sequentially.
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Statistical probes

Ionization field is highly non-Gaussian => statistics beyond power spectrum are important

3-point correlations

Important to explore new statistics 
that might be useful: 
- skewness, bispectrum, wavelets, 
  threshold statistics, ...?

1-point function

Reionization with higher-order statistics 1451

(Madau et al. 1997; Ciardi & Madau 2003)

δTb

mK
= 39h(1 + δ)xH I

(
"b

0.042

) [(
0.24
"m

) (
1 + z

10

)]1/2

, (3)

where δ is the matter density contrast, xH I is the neutral hydro-
gen fraction, and the current value of the Hubble parameter H0 =
100 h km s−1 Mpc−1.

At high redshift, when xH I is close to unity everywhere, the distri-
bution of intensities is governed by the density field, 1 + δ. Initially
this is nearly Gaussian, but develops a positive skewness due to
gravitational instabilities: see e.g. Peebles (1980). This period is
illustrated in the top-left panel of Fig. 1, which shows the one-point
distribution of δTb in one of our simulations (the f250C simulation;
see Section 3.1) at z = 10.6, corresponding to an observed frequency
of 122.5 MHz. If reionization then takes place in patches, with large
volumes remaining mostly neutral while almost fully ionized bub-
bles form around sources of ionizing photons, this has the effect
of setting xH I = 0 (and so δTb = 0) within the bubbles, affecting
the distribution of δTb outside the bubbles only weakly. So, in an
idealized case, reionization takes points from the distribution of δTb

and moves them to a Dirac delta-function at zero. This has the effect
of making the skewness less positive; it may even become negative.
The distribution of δTb at an early stage in this process (z = 9.12 or
140.3 MHz) is shown in the top-right panel of Fig. 1. By z = 7.98
(158.2 MHz; bottom-left panel), the two parts of the distribution are
very distinct. This may help to make it clear how the skewness can
vanish: the mean δTb lies between these two peaks, and the nega-
tive contribution to the skewness from points in the delta function
at zero may cancel with the positive contribution from points to the
right. At a later stage of reionization, when most of the pixels in a
noiseless map of δTb at a given frequency have values near zero,
the points outside ionized bubbles form a high-δTb tail, giving the
overall distribution a strong positive skew. This can be seen in the
bottom-right panel of Fig. 1 (z = 7.78 or 161.8 MHz). Note the
short time between the third and fourth panels: the later stages of
reionization can progress rather quickly as the number of ionizing
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Figure 1. The distribution of δTb in the f250C simulation (see Section 3.1)
at four different redshifts, showing how the distribution evolves as reioniza-
tion proceeds. Note that the y-axis scale in the top two panels is different
from that in the bottom two panels. The delta-function at δTb = 0 grows
throughout this period while the rest of the distribution retains a similar
shape. The bar for the first bin in the bottom-right panel has been cut off:
approximately 58 per cent of points are in the first bin at z = 7.78.

sources can rise very rapidly, especially if a major part is played
by massive sources residing in haloes in the exponential tail of the
mass function (Jenkins et al. 2001).

In this idealized case, then, the skewness as a function of redshift
should show a dip in the early stages of reionization, before growing
large in the later stages. Our aim in the subsequent sections of
this paper is to test if such a characteristic feature is indeed seen
in realistic simulations of reionization, and whether or not it can
provide a robust detection; or, in other words, whether the effects
of foreground subtraction, noise and instrumental corruption can
mask or mimic the signal.

3 SIMUL AT IONS

3.1 Cosmological signal

We use three simulations to estimate the CS. The first and most
detailed is the simulation labelled f250C by Iliev et al. (2008). The
methodology behind this simulation is more fully described by Iliev
et al. (2006) and Mellema et al. (2006b). The cosmological particle-
mesh code PMFAST (Merz, Pen & Trac 2005) was used to follow the
distribution of dark matter, using 16243 particles on a 32483 mesh.
The ionization fraction was then calculated in post-processing us-
ing the radiative transfer and non-equilibrium chemistry code C2-RAY

(Mellema et al. 2006a). This takes place on a coarser, 2033 mesh,
and this is therefore the size used in this work. The simulation box
has a comoving size of 100 h−1 Mpc. The cosmological parameters
are close to those inferred from the 3-year Wilkinson Microwave
Anisotropy Probe (WMAP3) data (Spergel et al. 2007), namely
("m, "#, "b, h, σ 8, n) = (0.24, 0.76, 0.042, 0.73, 0.74, 0.95).

A slightly different approach, detailed by Thomas et al. (2008),
is used to generate our other simulations. The dark matter distribu-
tion is calculated using the TREE-PM N-body code GADGET2 (Springel,
Yoshida & White 2001; Springel 2005). Ionization is then calculated
using a one-dimensional radiative transfer code (Thomas & Zaroubi
2008). The speed of this approach means that it is possible to study
many more alternative scenarios for the reionization process, while
retaining good agreement with more accurate, three-dimensional
radiative transfer simulations. We will show results from two differ-
ent simulations. In both cases, the dark matter simulation uses 5123

dark matter particles in a box of comoving size 100 h−1 Mpc, with
("m, "#, "b, h, σ 8, n) = (0.238, 0.762, 0.0418, 0.73, 0.74, 0.951).
While the simulations contain no baryons, this value of "b was
used to generate the initial power spectrum. These parameters give
them lower resolution than the dark matter part of the f250C sim-
ulation, meaning that the low-mass sources are not resolved and
are neglected. In one of these simulations, we assume that the Uni-
verse is reionized by quasi-stellar objects (QSOs), and in the other
by stars. These two simulations are labelled ‘T-QSO’ and ‘T-star’,
respectively. The former should not be affected too seriously by the
lack of resolution, since QSOs do not reside in low-mass haloes. In
the latter, the geometry of reionization may be altered: compared
to a higher-resolution simulation, larger ionized bubbles may form
at a given global star formation rate, for example. As we shall see
below, ‘T-star’ shows rather different characteristics from the f250C
simulation, despite the fact that stars provide the ionizing photons in
both cases. This illustrates the uncertainties involved in modelling
the physics of reionization, in selecting the source populations and
finding their distribution in space, and in choosing the approxima-
tions required to make the calculations tractable. We do not analyze
the differences between the simulations in great detail here; rather,

C© 2009 The Authors. Journal compilation C© 2009 RAS, MNRAS 393, 1449–1458

Harker+ 2009

Good for identifying astrophysics
& foreground residuals

Friedrich+ 2010, ...

Power spectrum will be dominant statistical signature
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Evolution of power spectrum

Pritchard & Loeb 2008

7

tion proceeds, the contrast between ionized and neutral
regions comes to dominate and ∆̄Tb

, rises until xH ∼ 0.5
after which the contrast begins to drop.

Towards the end of reionization the signal drops
sharply as very little gas is left neutral. The post-
reionization signal grows slowly as the density field grows.
Since by this time the gas is photo-heated to TK ≈
30, 000 K the thermal width of the 21 cm line is sufficient
to smooth out the signal on wavenumbers k ! 10 Mpc−1.
This cutoff potentially acts as a thermometer of the gas
after reionization giving information about the tempera-
ture of gas contained in dense clumps.

As a result of the interplay between the radiation
fields, as ∆̄Tb

evolves it shows three peaks within the
astrophysics-dominated regime. An important feature of
this complicated evolution is that the maximum ampli-
tude of ∆̄Tb

occurs at different k values for different red-
shifts. Accurate observation and modeling of this com-
plicated evolution may provide important information
about the early radiation fields.

FIG. 2: Redshift evolution of the angle-averaged 21 cm power
spectrum ∆̄Tb

for Model A at k = 0.01 (solid curve), 0.1 (dot-
ted curve), 1.0 (short dashed curve), and 10.0 (long dashed
curve) Mpc−1. Reionization at z = 6.5.

It is helpful to get a sense of how the amplitude of the
signal compares with galactic foregrounds. We take the
sky noise to be Tsky ≈ 180 K(ν/180 MHz)−2.6 (appropri-
ate for galactic synchrotron emission [10]), noting that
the normalization depends upon the region of sky being
surveyed. In Figure 2, Figure 3, and Figure 4 we plot
rTsky(ν) where r ranges from 10−4 − 10−9. We see that
reducing foregrounds by a factor of ∼ 10−5 is required to
observe fluctuations during reionization and cosmic twi-
light. The difficulty increases if reionization occurs early,

FIG. 3: Redshift evolution of the angle-averaged 21 cm power
spectrum ∆̄Tb

for Model B. Reionization at z = 9.8. Same
line conventions as Figure 2.

FIG. 4: Redshift evolution of the angle-averaged 21 cm power
spectrum ∆̄Tb

for Model C. Reionization at z = 11.8. Same
line conventions as Figure 2.

which has the effect of compressing the signal at high red-
shifts (model C). The signal from astrophysics in these
three models begins at ν ≈ 60 MHz and continues to
ν ≈ 150 MHz although this upper limit is very sensitive
to the details of reionization.

Removing foregrounds to the rather low level of∼ 10−7

z=30-50 range much harder!

Distinguish different contributions 
via shape and redshift evolution

Dark agesFirst gal.reionizationDLA

Evolution of signal means dynamic 
range requirements ~1:100,000
similar between z=6 and z=20

1 mK sensitivity at 1 arcmin
scale enough to probe full range 
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How the wind blows?

Galaxy formation in low mass <108 Msol halos delayed

Little effect on higher mass halos => importance of effect decreases at late times

Tseliakhovich 
& Hirata 2010

Recombination leads to sudden drop in sound speed
=> coherent supersonic relative motion of baryons and dark matter  

Maio+ 2010, Greif+ 2011, Stacey+2011

Greif+ 2011flow 
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Figure 1. Comparison of three statistically independent minihalos with no streaming velocity (top panels), and with an initial streaming velocity of 3 km s−1 applied
at z = 99 from left to right (middle and bottom panels). We show the density-squared weighted gas temperature projected along the line of sight when the hydrogen
density in the center has just exceeded nH = 109 cm−3 (top and bottom panels), and when the streaming case has evolved to the same redshift as the no-streaming case
(middle panels). In the presence of streaming velocities, the effective Jeans mass of the gas is increased. The underlying DM halo therefore becomes more massive
before the gas can cool, which delays the onset of collapse. We also find that virial shocks are more pronounced in the direction of the incoming streaming flow than
in other directions. Nonlinear effects of this sort may result in a higher velocity dispersion of the gas (see also Figure 4).
(A color version of this figure is available in the online journal.)

greater than 1.5 km s−1 at z = 99, which we consider a lower
limit for the above delay to be significant, may be found by
integrating the above function from σ/2 = σ1d

√
3/2 to infinity,

which yields approximately 0.86. This shows that our results
may be considered representative for most of the volume of the
universe.

The cosmological number density of minihalos hosting
Pop III stars may then be estimated using the Sheth–Tormen
(Sheth et al. 2001) mass function:

nmh(z) =
∫ Mmax

Mmin

nst(M, z) dM, (4)

where we set Mmin = 1.5×105 M$ for the case of no streaming
velocities and Mmin = 5 × 105 M$ for the case of a universal
1σ streaming velocity, representing the factor of %3 increase in
minimum halo mass. The resulting number densities should be
considered upper limits, since not every halo at the low-mass end

forms a Pop III star. We set Mmax = 108 M$, but note that our
results are not sensititive to this parameter, since massive halos
are rare. As shown in Figure 5, the number of minihalos that
cool and form stars is reduced by up to an order of magnitude in
the presence of streaming velocities. Such a large effect implies
that streaming velocities should be taken into account when the
influence of the first stars on observables is investigated.

4. DISCUSSION

We have found that supersonic streaming velocities between
the DM and gas substantially delay the onset of gravitational
collapse in minihalos. The virial mass required for efficient
cooling is increased by a factor of %3, which results in
an average delay of Pop III star formation by ∆z = 4.
Streaming velocities also enhance the buildup of turbulence
during runaway collapse, which could affect the fragmentation
of the gas and hence the mass function of the first stars.

3

The Astrophysical Journal, 736:147 (5pp), 2011 August 1 Greif et al.

MH-1-NOREL

z = 19.58

MH-2-NOREL

z = 22.67

MH-3-NOREL

z = 31.73

MH-1-REL

z = 19.58

MH-2-REL

z = 22.67

MH-3-REL

z = 31.73

MH-1-REL

z = 15.65

MH-2-REL

z = 19.48

MH-3-REL

z = 26.06

10 100 1000
Side Length: 10 kpc (comoving)

T [K]

Figure 1. Comparison of three statistically independent minihalos with no streaming velocity (top panels), and with an initial streaming velocity of 3 km s−1 applied
at z = 99 from left to right (middle and bottom panels). We show the density-squared weighted gas temperature projected along the line of sight when the hydrogen
density in the center has just exceeded nH = 109 cm−3 (top and bottom panels), and when the streaming case has evolved to the same redshift as the no-streaming case
(middle panels). In the presence of streaming velocities, the effective Jeans mass of the gas is increased. The underlying DM halo therefore becomes more massive
before the gas can cool, which delays the onset of collapse. We also find that virial shocks are more pronounced in the direction of the incoming streaming flow than
in other directions. Nonlinear effects of this sort may result in a higher velocity dispersion of the gas (see also Figure 4).
(A color version of this figure is available in the online journal.)

greater than 1.5 km s−1 at z = 99, which we consider a lower
limit for the above delay to be significant, may be found by
integrating the above function from σ/2 = σ1d

√
3/2 to infinity,

which yields approximately 0.86. This shows that our results
may be considered representative for most of the volume of the
universe.

The cosmological number density of minihalos hosting
Pop III stars may then be estimated using the Sheth–Tormen
(Sheth et al. 2001) mass function:

nmh(z) =
∫ Mmax

Mmin

nst(M, z) dM, (4)

where we set Mmin = 1.5×105 M$ for the case of no streaming
velocities and Mmin = 5 × 105 M$ for the case of a universal
1σ streaming velocity, representing the factor of %3 increase in
minimum halo mass. The resulting number densities should be
considered upper limits, since not every halo at the low-mass end

forms a Pop III star. We set Mmax = 108 M$, but note that our
results are not sensititive to this parameter, since massive halos
are rare. As shown in Figure 5, the number of minihalos that
cool and form stars is reduced by up to an order of magnitude in
the presence of streaming velocities. Such a large effect implies
that streaming velocities should be taken into account when the
influence of the first stars on observables is investigated.

4. DISCUSSION

We have found that supersonic streaming velocities between
the DM and gas substantially delay the onset of gravitational
collapse in minihalos. The virial mass required for efficient
cooling is increased by a factor of %3, which results in
an average delay of Pop III star formation by ∆z = 4.
Streaming velocities also enhance the buildup of turbulence
during runaway collapse, which could affect the fragmentation
of the gas and hence the mass function of the first stars.

3

The Astrophysical Journal, 736:147 (5pp), 2011 August 1 Greif et al.

MH-1-NOREL

z = 19.58

MH-2-NOREL

z = 22.67

MH-3-NOREL

z = 31.73

MH-1-REL

z = 19.58

MH-2-REL

z = 22.67

MH-3-REL

z = 31.73

MH-1-REL

z = 15.65

MH-2-REL

z = 19.48

MH-3-REL

z = 26.06

10 100 1000
Side Length: 10 kpc (comoving)

T [K]

Figure 1. Comparison of three statistically independent minihalos with no streaming velocity (top panels), and with an initial streaming velocity of 3 km s−1 applied
at z = 99 from left to right (middle and bottom panels). We show the density-squared weighted gas temperature projected along the line of sight when the hydrogen
density in the center has just exceeded nH = 109 cm−3 (top and bottom panels), and when the streaming case has evolved to the same redshift as the no-streaming case
(middle panels). In the presence of streaming velocities, the effective Jeans mass of the gas is increased. The underlying DM halo therefore becomes more massive
before the gas can cool, which delays the onset of collapse. We also find that virial shocks are more pronounced in the direction of the incoming streaming flow than
in other directions. Nonlinear effects of this sort may result in a higher velocity dispersion of the gas (see also Figure 4).
(A color version of this figure is available in the online journal.)

greater than 1.5 km s−1 at z = 99, which we consider a lower
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integrating the above function from σ/2 = σ1d
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which yields approximately 0.86. This shows that our results
may be considered representative for most of the volume of the
universe.

The cosmological number density of minihalos hosting
Pop III stars may then be estimated using the Sheth–Tormen
(Sheth et al. 2001) mass function:
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where we set Mmin = 1.5×105 M$ for the case of no streaming
velocities and Mmin = 5 × 105 M$ for the case of a universal
1σ streaming velocity, representing the factor of %3 increase in
minimum halo mass. The resulting number densities should be
considered upper limits, since not every halo at the low-mass end

forms a Pop III star. We set Mmax = 108 M$, but note that our
results are not sensititive to this parameter, since massive halos
are rare. As shown in Figure 5, the number of minihalos that
cool and form stars is reduced by up to an order of magnitude in
the presence of streaming velocities. Such a large effect implies
that streaming velocities should be taken into account when the
influence of the first stars on observables is investigated.

4. DISCUSSION

We have found that supersonic streaming velocities between
the DM and gas substantially delay the onset of gravitational
collapse in minihalos. The virial mass required for efficient
cooling is increased by a factor of %3, which results in
an average delay of Pop III star formation by ∆z = 4.
Streaming velocities also enhance the buildup of turbulence
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Enhanced 21 cm signal with BAO
Coherent modulating early halo abundance on small scales can couple to 
large scales via Lyman alpha and X-ray fluctuations

With velocity effect Without velocity effect
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Figure 3: The 21-cm brightness temperature.
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Tb Tb

z=20

Visbal+ 2012 

Order of magnitude increase in 21cm fluctuations on large scales at z~20
=> much more detectable signal + enhanced BAO signature

Visbal+ 2012, McQuinn & O’Leary 2012 

velocity patches coherent on ~1 Mpc scales and 
modulated on sound horizon at ~120/h Mpc
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Power spectrum sensitivity

Figure 21: Comparison of current arrays, PAPER, MWA and LOFAR, with SKA, assuming B=10 MHz,
tint = 1000 hrs and �k = k. For the existing arrays we assumed the latest published (or inferred)
specifications, see Table 2. The black line indicates the expected power spectrum of the 21cm power
signal.

the same assumptions and the same scaling relations. To properly compare the different arrays,
we take k = 0.1 cMpc�1 as the reference point where to compare sensitivities.

PAPER and MWA: We find that the current array-configurations of PAPER and MWA perform
equally well, even though PAPER has a smaller collecting area (Acoll) than MWA and a similar
number of stations. The lower collecting area of PAPER is compensated by making the array
even more compact than MWA, hence lowering Acore. Equation 12 shows that this improves
the power spectrum sensitivity of the array. In addition, PAPER gains sensitivity by having a
somewhat smaller Ae↵ , since only single dipoles are used rather than tiles. Overall this results in
PAPER and MWA having similar sensitivities to the power spectrum. Both PAPER and MWA
are able to probe only the smallest k modes, because of their compact configurations. We note
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Mellema+ 2012

the same time, the number of independent modes increases with 1/Ae↵ which allows the
noise variance to scale as Ae↵ as shown in the last term of Equation 11. Combining the
two terms, one gains in sensitivity by

p
Ae↵ .

• Third, shrinking the core area (Acore) substantially increases the sensitivity of the array
(i.e. decreases the error), but at the cost of loosing the longer baselines and sensitivity
for larger k-modes, if the collecting area of the array remains fixed. Shrinking the array
can partly offset the loss in sensitivity when its total collecting area (Acoll) decreases,
but it also shifts sensitivity to lower k-modes, where the effects of the cosmic dawn and
reionization are far less obvious. Shrinking an array to compensate for loss in collecting
area is therefore not a cure to make up for a loss in sensitivity, because it shifts the focus
of the science (i.e. from CD/EoR to cosmology).

• Fourth, the last factor in Equation 11 can be explained more intuitively as follows: as a
trick we multiply it with (Ae↵/Ae↵). We then see that (Ae↵/Acoll)

2 = N�2
stat, where Nstat

is the number of stations inside the core. The remain factor (Acore/Ae↵) is the number of
independent modes in the uv-plane that are covered by all visibilities. Since the number of
visibilities is ⇠ N2

stat/2, the last factor in the above equation is nothing else than half the
number of visibilities per uv-resolution element, hncell

uv

i. Combining the last two factors,
we see that it represents the noise variance per uv-cell after an integration time tint and
using a bandwidth B. This factor also allows a simple scaling from image noise to power
spectrum noise, because it enters in the instantaneous noise error per image resolution
element.

In summary, Equation 11 has two main contributing components: (i) the first two (apart from
2/⇡) factors indicate the inverse of the square root of the number independent k-modes and (ii)
the last two factors provide the noise variance per uv-cell. We note that this is very similar to
what was found in Morales & Hewitt (2004) but provides a somewhat more intuitive picture.
Keeping k, Tsys, B and tint the same, for different array configurations, we find the following
scaling relations for the important array parameters:

�2
Noise /

✓
Acore

p
Ae↵

A2
coll

◆
/
 

Acore

N2
statA

3/2
e↵

!
/
 

Acorep
NstatA

3/2
coll

!
. (12)

Equation 12 show that Acoll and the Acore are the two critical parameters, because they have
the most impact on �2

noise. It is better to first set Ae↵ to the optimal choice in terms of field of
view and costs, and then vary Nstat until the required Acoll = Nstat ⇥ Ae↵ is reached for power
spectrum and/or tomographic requirements. We come back to this when discussing the required
field of view, i.e. a maximum on Ae↵ (see Sect.5.3).
Although collecting area is the most critical factor, it can partly be compensated for – for a fixed
but measureable k-range – by making the array more compact and splitting the collecting area in
smaller stations or receiver elements. The latter increases the number of visibilities and lowers
the thermal noise per uv-cell, but also increases the number of required correlations by a large
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dominates over cosmic variance in most instances (except for SKA itself where the S/N exceed
unity per mode), can be written as9:

�2
Noise =

✓
2

⇡

◆
k3/2

⇥
D2

c

�D
c

⇥ ⌦FoV

⇤1/2
✓

Tsysp
Btint

◆2 ✓
AcoreAe↵

A2
coll

◆
(11)

This equation assumes that one integrates over �k = ✏k with ✏ = 1 (i.e. one dex in k-scale; for
other values of ✏ the above equation scales as 1/

p
✏). It is extremely useful because its overall

scaling relations hold very well and can easily explain the difference between different arrays
(see discussion below). We note that ⌦FoV = �2/Ae↵ is the FoV of the smallest beam-formed
receiver element, which sets the area of the sky that can be observed in one single pointing.
The distances D

c

and �D
c

are the comoving distances to the redshifts where the frequency is
centered and the comoving distance corresponding to a bandwidth B at that comoving distance.
Hence the factor within the square root is the observed comoving volume. Because the error
on the power spectrum decreases as the square-root of number of independent k-modes – a
number proportional to k�3/2 – and because �2

Noise scales as / k3PN(k), the overall scaling of
the noise error on the power spectrum is k3/2. In addition, the term (Tsys/Btint)

2 is the variance
of the total power of a single receiver element for a bandwidth B and total integration time
tint. Finally, the noise error scales with the factor (AcoreAe↵/A

2
coll), where Acore is the core area

in which the receiver elements are distributed, Ae↵ is the effective collecting area per receiver
element and Acoll is the total collecting area of the array (i.e. the number of stations Nstat times
Ae↵). Even though this equation is only valid for a perfectly uniform density of uv-points, its
scalings are correct. Redistributing the receivers will only tend to tilt the dependence on k.
Equation 11 highlights a number of points:

• First, we find that power spectrum sensitivity is much better, in an absolute sense, for
small k-modes. Although this would naively imply that more compact arrays are better, it
also implies that different k-modes are emphasized in that case. In general cosmological
information is mostly contained in the smaller-k modes (i.e. large scales, peaking around
1 degree), whereas the larger-k modes mostly probe the astrophysics of reionization and
the cosmic dawn (see Sections 2 and 3). Comparing arrays based on sensitivity at different
k-modes is therefore comparing sensitivity to cosmology versus that to the astrophysics
of reionization. One should compare arrays only for a fixed k mode and then evaluate
how well the same scientific questions can be answered.

• Second, the noise error decreases when more cosmic volume is probed. This can be
seen from the first two terms. The error scales with the square root of the number of
independent k-modes within a range of �k (in the above equation �k = k). Hence the
k-volume scales as k3, but the comoving volume V scales with ⌦FoV / 1/Ae↵ . Since the
size of an independent element scales as 1/V , one finds that the error scales as

p
V . At

9This equation is not given in this form in McQuinn et al. (2006), but has been derived by LVEK using the
same method as outlined there. In this form is gives the important scaling relations with array parameters useful to
understand power-spectrum measurements.

59

survey volume thermal noise
no. visibilities per
uv element/2



Jonathan PritchardSKA-low 2013

21 cm summary
Br

ig
ht

ne
ss

 [
m

K
]

Frequency [MHz]

Pritchard & Loeb 2010

Dark Ages

First galaxies

Heating begins

Reionization
begins

Reionization
ends

100

Reionization
begins

150 20050



Jonathan PritchardSKA-low 2013

21 cm summary
Br

ig
ht

ne
ss

 [
m

K
]

Frequency [MHz]

Pritchard & Loeb 2010

Dark Ages

First galaxies

Heating begins

Reionization
begins

Reionization
ends

100

Reionization
begins

150 20050

EDGES



Jonathan PritchardSKA-low 2013

21 cm summary
Br

ig
ht

ne
ss

 [
m

K
]

Frequency [MHz]

Pritchard & Loeb 2010

Dark Ages

First galaxies

Heating begins

Reionization
begins

Reionization
ends

100

Reionization
begins

150 20050

EDGES
DARE



Jonathan PritchardSKA-low 2013

21 cm summary
Br

ig
ht

ne
ss

 [
m

K
]

Frequency [MHz]

Pritchard & Loeb 2010

Dark Ages

First galaxies

Heating begins

Reionization
begins

Reionization
ends

100

Reionization
begins

150 20050

EDGES
DARE

MWA
LOFAR
PAPER

GMRT



Jonathan PritchardSKA-low 2013

21 cm summary
Br

ig
ht

ne
ss

 [
m

K
]

Frequency [MHz]

Pritchard & Loeb 2010

Dark Ages

First galaxies

Heating begins

Reionization
begins

Reionization
ends

100

Reionization
begins

150 20050

EDGES
DARE

SKA

MWA
LOFAR
PAPER

GMRT



Jonathan PritchardSKA-low 2013

21 cm summary
Br

ig
ht

ne
ss

 [
m

K
]

Frequency [MHz]

Pritchard & Loeb 2010

Dark Ages

First galaxies

Heating begins

Reionization
begins

Reionization
ends

100

Reionization
begins

150 20050

EDGES
DARE

SKA

MWA
LOFAR
PAPER

GMRT
Lunar
array



Jonathan PritchardSKA-low 2013

21 cm summary
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Intensity mapping integrates flux
from all unresolved galaxies
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Intensity mapping integrates flux
from all unresolved galaxies

Intensity mapping in outline

Traditional galaxy survey identifies
individual galaxies

Bin galaxies to estimate density field

Two key uses: 
1) z~1: dark energy probe e.g. CHIME, BINGO
2) z~8: high-z galaxy survey + cross-correlation with 21cm
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Low-z HI intensity mapping
GBT data and detection of HI intensity fluctuations
in cross-correlation with optical galaxies (DEEP2, WiggleZ)

title!

Canadian Hydrogen Intensity 
Mapping Experiment (CHIME)!

Kevin&Bandura&
CHIME&Collaboration&

CHIME - Canada - U. Pen
BAOBAB - US - A. Parsons
BINGO - UK - R. Battye
Tianlai - China - X. Chen
BAORadio - France - R. Anzari

CHIME pathfinder
40m x 40 m due 
summer 2013

Chang, Pen, Bandura & Peterson 2010, Matsui+2012

Ultimately, target dark energy via BAO/growth of structure
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High-z intensity mapping

M82

Herschel/
SPIRE

Lyman alpha

Righi+ 2008, 
Visbal & Loeb 2010
Carilli 2011, 
Gong+ 2011
Lidz+ 2011
Silva+ 2012

CO H2

Key difference is where the rest frame line falls in observing frequencies

[CII]
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CO autocorrelation

Postprocess simulations (McQuinn+ 2007) or use halo model to investigate fluctuations
9

Fig. 2.— The auto power spectrum of CO brightness temperature
fluctuations. The black solid, red dotted, red dashed, blue dashed,
and cyan dot-dashed curves show simulated CO power spectra at
different redshifts for various values of Mco,min. In each case the
duty cycle is fixed at fduty = 0.1. The green solid line is the model
of Equation 14 for z = 7.3, Mco,min = 1010M!, and fduty = 0.1.
The green dashed line shows the Poisson term, while the green
dot-dashed curve is the clustering term.

The Poisson term becomes increasingly important as
the host halos become more massive and less abundant.
The clustering term also becomes stronger for the more
massive halos, but the Poisson term grows more rapidly
with mass, and the two terms become comparable on
larger scales (smaller k) as the sources become rarer. For
example, in the Mco,min = Mcool model at z = 7.3, the
Poisson and clustering terms are comparable at k slightly
larger than 1h Mpc−1. On the other hand, if Mco,min

is as large as 1010M", the two terms cross at k ≈ 0.3h
Mpc−1 (see Figure 2). Note that the models compared in
the figure have a fixed duty cycle, fduty = 0.1. Decreas-
ing the duty cycle at constant Mco,min would increase
the Poisson term at fixed 〈b〉2Plin(k) and Poisson fluctu-
ations would dominate at still larger scales. Varying the
CO duty cycle also impacts the mean brightness temper-
ature, 〈TCO〉 ∝ fduty, and hence the overall normaliza-
tion of the model power spectra. The future CO surveys
considered in §7 potentially probe scales in which each
of the clustering and the Poisson term are important.

4.3. Parameter Variations

Before proceeding, let us further examine the impact
of some of the uncertainties in our modeling. Given the
success of the halo model of Equation 14 in matching the
results of numerical simulations, we will use it in this in-
vestigation. The simplest parameter variation to under-
stand is the impact of uncertainties in the normalization
of the LCO−M relation. The average brightness temper-
ature is proportional to this normalization, and so dialing
this value up or down simply results in boosting or dimin-

Fig. 3.— The CO auto spectrum for varying Mmin, with
Mco,min = Mmin and the SFRD fixed. The SFRD is fixed to
its value for the model in which the minimum host halo mass is
the atomic cooling mass. The models are at z = 7.3. The magenta
dashed line shows a contrasting model where star formation occurs
in halos down to the atomic cooling mass, but only halos above
Mco,min = 1010M! are CO luminous.

ishing the strength of the brightness temperature fluctu-
ations by the normalization squared. Next, increasing or
decreasing the duty cycle, fduty, also boosts/diminishes
〈TCO〉2 – and hence the power spectrum normalization
– as the square of the duty cycle, while simultaneously
varying the level of Poisson fluctuations as ∝ 1/fduty.
For example, for Mco,min = 108M" the clustering and
Poisson terms are comparable at k = 1h Mpc−1 for
fduty = 0.1, while these terms are comparable at k = 3h
Mpc−1 for fduty = 1.

We have already examined the impact of varying
Mco,min in Figure 2; as with the spatially averaged bright-
ness temperature the power spectrum is less sensitive to
Mmin itself provided the SFRD is fixed (§3). This is
quantified in Figure 3 which shows the impact of increas-
ing Mmin above the atomic cooling mass, while fixing
both the SFRD and Mco,min = Mmin. This is accom-
plished by increasing the normalization of the SFR-M
relation (Equation 5) as Mmin increases. Since 〈TCO〉
varies with the normalization of the SFR-M relation to
the 3/5th power, this compensates for most of the ex-
pected drop in 〈TCO〉. In addition, raising Mmin increases
both the bias factor and the level of Poisson fluctua-
tions which further compensates, and actually leads to
the fluctuations being larger in the high Mmin models
than in the atomic cooling mass model on some scales.

Finally we vary the power law index in the LCO − M
relation, LCO ∝ Mα. Our fiducial model adopts a lin-
ear relationship, α = 1, which we choose mainly for
simplicity. We also assume that the SFR is a linear
function of halo mass, while z ≤ 3 observations indi-

Amplitude evolves 
with <TCO>

For fixed SFR, shape 
determined by
minimum mass for 
CO bright galaxies

Poisson

Clustering
increasing 
redshift
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2.2. CO Luminosity

The next crucial, but least certain, ingredient in our
model is to relate the CO luminosity and star formation
rate at high redshift. We will consider this from both
an empirical point of view and from a theoretical per-
spective. Observationally, CO emission lines have been
detected all the way out to z ∼ 6 from the host galaxies
of bright quasars, providing part of the impetus for our
present study (Walter et al. 2003, Wang et al. 2010).
Similarly, CO emission lines have been detected at high
redshift (z ∼ 4.5) from submilimeter galaxies with ex-
treme starbursts (SFR ∼ 103M! yr−1) (e.g. Schinnerer
et al. 2008). Much less clear observationally is whether
more normal galaxy populations, without extreme star-
bursts, are CO luminous at high redshift: so far there
are only upper limits on CO(1-0) emission from a pair
of z = 6.6 LAEs (Wagg et al. 2009). From a theoret-
ical perspective, the CO emission depends on complex
astrophysical processes that are difficult to model from
first principles. For example, it depends on the struc-
ture of high redshift galaxies and the spatial distribution
of their star forming gas, and the metallicity and tem-
perature of the molecular clouds in these galaxies. The
temperature of the molecular clouds in turn depends on
the level of heating from the CMB, photoelectric heating
by dust grains and heating from starbursts, AGN activ-
ity, supernova shocks, and cosmic rays, as well as cooling
by atomic fine structure lines and molecular lines (e.g.
Obreschkow et al. 2009).
Indeed, Obreschkow et al. (2009) present a detailed

model for CO emission from high redshift galaxies, in-
corporating models for many of these physical processes.
Their model starts from a semi-analytic model of galaxy
formation placed on top of the Millenium simulation
(Springel et al. 2005), and then incorporates additional
modeling to split the cold gas into atomic and molecular
components and for converting H2 abundances into CO
luminosity. One approach would to use the Obreschkow
et al. (2009) model directly, as done in Gong et al.
(2011). While we draw heavily on the discussion in
Obreschkow et al. (2009) to inform our modeling, we
prefer a different approach for several reasons. First, the
minimum resolved halo mass in the Millenium simula-
tion is 3 × 1010M! ( Springel et al. 2005), more than
two orders of magnitude larger than the atomic cool-
ing mass; hence the hosts of the likely ionizing sources
are not resolved in this calculation. Furthermore, the
models for these massive galaxies make assumptions:
e.g., that all galaxies are quiescent, virialized exponen-
tial disks—which drives the partition between H2 and
HI—which is unlikely to apply in the small, constantly
merging systems which drive the CO signal at high red-
shift. Next, observed galaxy properties at low and in-
termediate redshift are relatively well understood — and
the semi-analytic models are well-calibrated at these red-
shifts – but the properties of low luminosity galaxies at
z ! 6 are much less certain. The use of a highly com-
plex, multi-parameter model with potentially inapplica-
ble physics obfuscates the key requirements–and associ-
ated uncertainties—for a detectable signal. As a result,
we will adopt a much simpler model for CO luminosity
and try to identify key sources of uncertainty.
Let us start by considering empirical correlations be-

tween star formation rate, far-infrared luminosity, and
CO luminosity as measured in relatively nearby galaxies
(see also Carilli 2011). Wang et al. (2010) fit a correla-
tion between far-infrared luminosity and CO luminosity
using measurements from galaxies at z = 0 − 3, includ-
ing spiral galaxies, LIRGs, ULIRGs, and SMGs. Specif-
ically they fit a power law relation between far-infrared
luminosity and the velocity integrated CO(1-0) bright-
ness temperature multiplied by the source area. The lat-
ter quantity is denoted by L′

CO(1−0), and has dimensions

of K km/s pc2. It is related to the total luminosity of
the emission line, LCO(1−0), by the relation:

LCO(1−0) = 1.04× 10−3L!

[

L′
CO(1−0)

3.25× 107Kkms−1 pc2

]

.

(9)

The Wang et al. correlation is:

log

(

LFIR

L!

)

= 1.67log

(

L′
CO(1−0)

Kkms−1 pc2

)

− 4.87, (10)

with LFIR denoting the far-infrared luminosity. This
can then be combined with the Kennicutt (1998) cor-
relation between SFR and LFIR, which is SFR =
1.5 × 10−10M!yr−1(LFIR/L!). Assuming this relation
between far-infrared luminosity and SFR, the Wang et
al. (2010) fit covers a wide range of SFRs from ∼
0.1− 1, 000M! yr−1. Combining the Kennicutt relation
with Equations 9 and 10, we arrive at a relationship be-
tween the luminosity in the CO(1-0) line, and the star
formation rate:

LCO(1−0) = 3.2× 104L!

[

SFR

M!yr−1

]3/5

. (11)

Note that according to this relation the CO luminosity is
a sub-linear function of the SFR. This acts to weight the
contribution of galaxies with low star formation rates to
the emissivity (Equation 3) most heavily. This implies
that CO emission may be especially bright if the scaling
continues to apply at high redshifts (z ! 6) and low SFRs
(SFR " 0.1M! yr−1), since abundant dwarf galaxies
with low SFRs are likely ionizing sources.
One possible theoretical explanation for the sub-linear

scaling of CO luminosity with SFR was proposed by
Narayanan et al. (2010): the CO(1-0) transition has
a low critical density (to thermalize) and so emission in
this line may be independent of SFR and simply pro-
portional to the gas density, LCO(1−0) ∝ ρ. Combining

this with the Schmidt (1959) law, SFR ∝ ρ3/2, gives
approximately the observed sub-linear scaling. If this
explanation is correct, it may hold at higher redshift as
well although as discussed below, a sufficiently strong
starburst is required to produce a high enough excita-
tion temperature, Tex, for CO to be observable against
the high redshift CMB. Lines from significantly higher
rotational states will have higher critical densities, and
the excitation rate of these lines will then depend on the
SFR, and give a different, stronger scaling of LCO w/
SFR, as found observationally (Naryanan et al. 2010).
These authors’ simulations give, however, a similar sub-
linear scaling for CO(2-1) and CO(1-0), and so this scal-
ing appears reasonable for the two emission lines of in-
terest for our study.

Empirically link CO luminosity  to star formation somehow

Mean brightness ~0.1-1 μK at z=8

Lidz+ 2011
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CO-21cm cross-correlation
Galaxies Ionization

21CMCO

Also recent work by: Righi+ 2008, Carilli 2011, Gong+ 2011
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provide valuable information on which types of galax-
ies are CO luminous at high redshift, how massive their
host halos are, and what the duty cycle of CO-luminous
activity is in these halos. Particularly notable is that
this measurement would constrain the cumulative emis-
sion from many very faint, unresolved galaxies, which
individually may be too faint to detect even with deep
observations from ALMA. More generally, the measure-
ment would trace the properties of molecular clouds –
i.e., the locations where stars form – in the very galaxies
that reionized the Universe.
It would also be interesting to investigate the angular

dependence of the CO auto power spectrum. The power
spectrum will be anisotropic owing to redshift space dis-
tortions from peculiar velocities (Kaiser 1987), and mea-
surements of this anisotropy can be used to break model
degeneracies. A sufficiently precise measurement of the
quadrupole to monopole ratio of the power spectrum, for
example, determines the quantity β = Ωm(z)0.6/b ≈ 1/b
for the CO emitting galaxies. In principle, combining this
measurement with the spherically averaged power spec-
trum, allows one to separately determine each of 〈TCO〉
and b from low k measurements, and then infer the Pois-
son term at high k.
Yet another interesting quantity to measure is the ratio

of the power spectrum of fluctuations in the CO(2-1) and
CO(1-0) lines. The ratio of the root-mean-squared fluc-
tuations in the two lines gives a (fluctuation-weighted)
measure of the excitation temperature and probes the
heating rate in the reionizing sources.

5. CROSS CORRELATION WITH REDSHIFTED 21 CM
EMISSION

Perhaps the most exciting prospect for CO intensity
mapping, however, is to combine it with future observa-
tions of the redshifted 21 cm line from the high redshift
IGM. As motivated in the introduction, the cross spec-
trum should be less sensitive to systematic effects and
provide complementary information about the EoR to
the 21 cm auto spectrum.
For simplicity, we assume that the spin temperature of

the 21 cm transition is much larger than the CMB tem-
perature globally, which is likely a good approximation
during most of the EoR (Ciardi & Madau 2003, Pritchard
& Furlanetto 2007). Further, we ignore the impact of pe-
culiar velocities which should not significantly influence
our present calculations (Mesinger & Furlanetto 2007).
With these assumptions, the 21 cm brightness tempera-
ture at spatial position r can be written as (e.g. Zaldar-
riaga et al. 2004):

T21(r) = 28mK〈xHI〉 [1 + δx(r) ][ 1 + δρ(r)]

[

1 + z

10

]1/2

.

(17)

Here 〈xHI〉 denotes the volume-averaged neutral hydro-
gen fraction, δx(r) denotes the fractional fluctuation in
neutral hydrogen density at spatial position r, and δρ(r)
is the fractional gas density fluctuation. We will also
use the symbol 〈xi〉 = 1 − 〈xHI〉 to denote the volume-
averaged ionization fraction. The timing and duration
of reionization are still quite uncertain, and so the red-
shift at which a given fraction of the IGM volume is ion-
ized may be different than in our particular reionization

Fig. 5.— The cross power spectrum between the CO and 21
cm brightness temperature fluctuations. Top panel: The absolute
value of the cross spectrum between 21 cm and CO emission in
units of (µK)2 at different redshifts and ionization fractions. The
redshifts at the corresponding ionization fractions are (z, 〈xi〉) =
(6.90, 0.82); (7.32, 0.54); (8.34, 0.21). The red dashed line adopts
Mco,min = 1010M!, while the other curves assume that halos down
to the atomic cooling mass host CO-luminous sources. Bottom
panel: The cross-correlation coefficient between the two fields as a
function of wavenumber.

model. However, Furlanetto et al. (2006b) and McQuinn
et al. (2007a) show that the size of the ionized regions
during reionization depend mostly on the ionized frac-
tion, 〈xi〉, rather than the precise redshift at which a
given volume is ionized. As a result, the shape of the
cross spectrum at a given ionization fraction is likely a
more robust prediction than that at a given redshift.
Using Equation 17, we produce three-dimensional

maps of the 21 cm field from outputs of the reioniza-
tion simulations at various redshifts/ionized fractions.
We then measure the cross power spectrum between
the 21 cm and CO data cubes as described in the pre-
vious section. The results of these calculations are
shown in Figure 5. The top panel shows the abso-
lute value of the cross spectrum, while the bottom
panel indicates the cross correlation coefficient between
the two random fields as a function of wavenumber,
r21,CO(k). The cross correlation coefficient is defined

by r21,CO(k) = P21,CO(k)/ [PCO,CO(k)P21,21(k)]
1/2 and

is 1 (−1) for wavenumbers in which the two fields are
perfectly correlated (anti-correlated), while it is zero for
wavenumbers in which the two fields are completely un-
correlated.
The simulated cross spectra are similar to those in

Lidz et al. (2009), and we refer the reader to this pa-
per for a more detailed discussion, but summarize some
of the main features here.12 On large scales, the 21 cm

12 The main difference with Lidz et al. (2009) is that the CO

Cross-spectrum more robust to systematics than auto-spectrum
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Fig. 5.— The cross power spectrum between the CO and 21
cm brightness temperature fluctuations. Top panel: The absolute
value of the cross spectrum between 21 cm and CO emission in
units of (µK)2 at different redshifts and ionization fractions. The
redshifts at the corresponding ionization fractions are (z, 〈xi〉) =
(6.90, 0.82); (7.32, 0.54); (8.34, 0.21). The red dashed line adopts
Mco,min = 1010M!, while the other curves assume that halos down
to the atomic cooling mass host CO-luminous sources. Bottom
panel: The cross-correlation coefficient between the two fields as a
function of wavenumber.

ture at spatial position r can be written as (e.g. Zaldar-
riaga et al. 2004):

T21(r) = 28mK〈xHI〉 [1 + δx(r) ][ 1 + δρ(r)]

[

1 + z

10

]1/2

.

(17)

Here 〈xHI〉 denotes the volume-averaged neutral hydro-
gen fraction, δx(r) denotes the fractional fluctuation in
neutral hydrogen density at spatial position r, and δρ(r)
is the fractional gas density fluctuation. We will also
use the symbol 〈xi〉 = 1 − 〈xHI〉 to denote the volume-
averaged ionization fraction. The timing and duration
of reionization are still quite uncertain, and so the red-
shift at which a given fraction of the IGM volume is ion-
ized may be different than in our particular reionization
model. However, Furlanetto et al. (2006b) and McQuinn
et al. (2007a) show that the size of the ionized regions
during reionization depend mostly on the ionized frac-
tion, 〈xi〉, rather than the precise redshift at which a
given volume is ionized. As a result, the shape of the
cross spectrum at a given ionization fraction is likely a
more robust prediction than that at a given redshift.

Using Equation 17, we produce maps of the 21 cm
field from outputs of the reionization simulations at var-
ious redshifts/ionized fractions. We then measure the
cross power spectrum between the 21 cm maps and
the CO intensity maps described in the previous sec-
tion. The results of these calculations are shown in
Figure 5. The top panel shows the absolute value of

the cross spectrum, while the bottom panel indicates
the cross correlation coefficient between the two ran-
dom fields as a function of wavenumber, r21,CO(k). The
cross correlation coefficient is defined by r21,CO(k) =

P21,CO(k)/ [PCO,CO(k)P21,21(k)]1/2 and is 1 (−1) for
wavenumbers in which the two fields are perfectly corre-
lated (anti-correlated), while it is zero for wavenumbers
in which the two fields are completely uncorrelated.

The simulated cross spectra are similar to those in
Lidz et al. (2009), and we refer the reader to this pa-
per for a more detailed discussion, but summarize some
of the main features here.6 On large scales, the 21 cm
and CO fields are anti-correlated. To understand this,
consider length scales larger than the size of the ionized
bubbles during a given stage of reionization. Regions
that are overdense on large scales contain more galax-
ies, and are hence brighter in CO emission than typi-
cal regions. The same regions, however, correspond to
mostly ionized portions of the 21 cm map, and are con-
sequently dimmer than average in 21 cm emission. On
these spatial scales, the two fields are consequently anti-
correlated. On the other hand, the two fields are uncor-
related on scales smaller than the ionized bubbles around
groups of CO-emitting galaxies. This occurs because the
gas at each point within an ionized region is highly ion-
ized irrespective of the precise galaxy density. Similarly,
fully neutral regions do not contain galaxies (unless some
galaxies have very low ionizing photon escape fractions).

The cross-correlation coefficient, r21,CO(k), in Figure 5
illustrates exactly these trends. On large scales, the sim-
ulated r21,CO(k) goes to r21,CO(k) = −1, while it drops
to zero on small scales. The scale where r21,CO(k) goes
to zero increases with decreasing redshift as the Universe
becomes progressively more ionized and the ionized re-
gions grow. The red dashed line shows that this behav-
ior is sensitive, however, to the minimum mass of CO-
luminous galaxies. In the red-dashed line model Mco,min

is larger than the fiducial value, (Mco,min = 1010M!

rather than Mco,min = Mcool), and the cross spectrum
turns over on larger scales. This happens because the
more massive halos are more clustered, and hence tend
to be surrounded by larger bubbles than the less mas-
sive halos. Although the ionized regions at the stages
of reionization considered here are much larger than the
size of HII regions around individual galaxies, it is still
the case that more massive halos live in larger overdensi-
ties and tend to be surrounded by larger ionized regions.
In order to interpret the cross spectrum’s turnover scale
unambiguously, one hence needs to separately constrain
Mco,min, which may be possible with measurements of
the CO auto spectrum.

In principle, the turnover in the cross spectrum be-
tween a ‘traditional’ galaxy survey, with resolved galax-
ies, and the redshifted 21 cm signal, may be easier to
interpret than the intensity mapping signal considered
here. However, as discussed in the introduction, tra-
ditional galaxy surveys are poorly matched to the red-
shifted 21 cm observations. Furthermore, surveys for
high redshift LAEs are the only high redshift galaxy sur-

6 The main difference with Lidz et al. (2009) is that the CO
emission in our model is proportional to the mass-weighted halo
abundance, while these authors’ galaxy density field is directly pro-
portional to the halo abundance.

increasing
bubble size

un-correlated

anti-correlated

Other galaxy catalogs: LBG? Euclid? LAE? Lidz+ 2009, Wiersma+ 2012
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ers of large scale structure after the EoR and consider
using cross correlations to evade interloper contamina-
tion in more detail.

7. DETECTABILITY

Now that we have theoretical predictions for the CO
auto spectrum and the 21 cm-CO cross spectrum and
have discussed systematic effects from foreground con-
tamination, we turn to consider the detectability of these
signals. Let us start by considering the CO auto spec-
trum. First, we consider the CO noise power spectrum
rather generically, and then we discuss the type of in-
strument that will be needed to detect the signal more
concretely (§7.3).

7.1. Detectability of the CO auto spectrum

We assume that the CO thermal noise power spectrum
is a pure white-noise spectrum. The CO brightness tem-
perature fluctuations are typically of order ∼ 1(µK)2,
although with significant dependence on model, redshift,
and spatial scale. Owing to this, we characterize the
CO noise by the noise variance in 10 arcminute spatial
pixels and spectral channels of width ∆ν/ν = 1%; we
denote this variance by σN and choose values around
σN ∼ 1µK. The size of the spatial pixels and the spec-
tral channels are just chosen as convenient numbers at
which to quote the noise variance; in practice we find
that slightly smaller pixels are preferable. In the case of
a pure white-noise random field the noise power spectrum
may be written as

PN,CO = σ2
NVpix, (18)

with Vpix denoting the co-moving volume corresponding
to 1% spectral channels that are 10 arcminutes on a side.
For reference, this corresponds to 6.75 × 103 (Mpc/h)3

at z = 7.
Assuming Gaussian statistics, the variance of the CO

auto spectrum for a single k-mode, with line of sight
component k‖ = µk and transverse component k⊥ =
k2 − k2

‖, is:

var [PCO(k, µ)] =
[

PCO(k) +

PN,CO(k)e(k‖/k‖,res)2+(k⊥/k⊥,res)2
]2

. (19)

The first term on the right hand side of this equation
is the usual sample variance term, while the second one
comes from thermal noise in the telescope. The expo-
nential reflects the limited spectral and spatial resolu-
tion of the instrument. Here k‖,res denotes smoothing
from finite spectral resolution, and k‖,res = H(z)/[c(1 +
z)](νobs/∆νobs); while k⊥,res = 2π/(D(z)θmin) is the spa-
tial smoothing with D(z) denoting the co-moving dis-
tance to the redshift of interest, and θmin giving the an-
gular size of the spatial pixels.

In addition, we would like to calculate the variance of
the spherically-averaged power spectrum. We consider
logarithmic bins of width ε = dlnk. In this case, the
minimum variance estimate of the spherically averaged
power spectrum has a variance of

1

σ2
P (k)

=
∑

µ

k3Vsurvey

4π2

∆µ

σ2
P (k, µ)

. (20)

Fig. 6.— Error bar estimates for the CO power spectrum at
z = 7. The black squares show error bar estimates for the spheri-
cally averaged CO power spectrum at z = 7 assuming a theoretical
model with Mco,min = 108M!, while the blue triangles are for
Mco,min = 1010M!. The CO survey covers a field of view of 25
deg2, with σN = 1µK, spectral channels of width ∆ν = 0.05 Ghz,
and spans a depth of 68.6 co-moving Mpc/h (see text). Scales
roughly to the left of the red dashed line will be lost to foreground
cleaning, while small scales are lost owing to the limited spatial
and spectral resolution of the instrument.

The sum here runs over the upper half-plane (i.e., pos-
itive µ) because we consider the power spectrum of a
real-valued field, and only half of the Fourier modes are
independent as a result. It is helpful to note that in
the case that the noise and signal power spectra are µ-
independent, the above formula simplifies to σ2

P (k) =
[P (k) + PN (k)]2/Nm, where Nm is the number of modes
in a k-bin (counting only modes in the upper half plane).
Here Vsurvey denotes the co-moving volume of the CO
survey. If the survey samples a depth ∆D, centered on
a redshift z, and covers a field of view on the sky of ΩS

steradians, then Vsurvey = ΩSD(z)2∆D. The sum over µ
is restricted by the survey dimensions.

In order to best measure the 21 cm-CO cross spectrum,
the CO and 21 cm surveys should aim to have similar
k-mode coverage. We anticipate that this requirement
will fuel the design of the telescopes planned for the CO
measurement. To achieve this, the CO survey will want
a wide field of view and several arcminute spatial resolu-
tion. For our baseline numbers, we assume that the CO
survey covers 25 deg2 on the sky, and that ∆D = 68.6
Mpc/h, corresponding to a bandwidth of 6 Mhz for the 21
cm survey we consider shortly. This field of view is com-
parable to that of LOFAR (Harker et al. 2010), but less
than the ∼ 800 deg2 planned for the MWA. We assume
that each spatial pixel has a size of θmin = 6 arcmin-
utes, corresponding to k⊥,res = 0.58h Mpc−1 at z = 7.
For reference, the entire CO survey spans a co-moving
volume of 2.1 × 107 (Mpc/h)3 co-moving at z = 7.

Clean measurement of 
autocorrelation determines 
mass threshold for CO 
luminous galaxies

CO(2-1)

Desiderata: ~25deg2 survey, ~6 arcmin resolution
                 dν/ν~0.003, noise ~0.1-1μK

For CO(2-1) at z=7, νobs~30GHz, λobs=1cm,
=> Dantennae~12cm, Dmax~6m

=> need filled array with ~900 antennaes to get 1μK noise (~80 times VSA/CBI)

Very Small Array 
VSA)

Cosmic Background 
Imager (CBI): 

Cross-correlation of maps in different lines 
selects galaxies at desired redshift
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21 cm global signal

• 21 cm global signal is complementary to fluctuations/imaging - may provide infomation
on major transitions: formation of first galaxies, cold/hot, neutral/ionized

• SKA needs to ensure full redshift range is covered i.e. z<30, nu>50 MHz

• Sensitivity requirement set by amplitude of 21 cm fluctuations to ~1 mK
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21 cm fluctuations

• 21 cm fluctuations complement the global signal and contain wealth of information
- Lyman alpha fluctuations => star formation rate and first galaxies
- Temperature fluctuations => X-ray sources and first black holes
- Neutral fraction fluctuations => topology of reionization
- Baryonic winds? Dark matter?

• SKA should resolve 21 cm fluctuations and be capable of imaging structures during EoR
 - angular resolution ~1 arcmin, frequency resolution ~0.1 MHz to resolve bubbles
 - field of view to encompass large structures required to be few degrees
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Key Questions for SKA?

• By 2020 should know reionization history
& have directly observed brightest sources

• Topology of reionization?

• Contribution of faint sources?

• Details of sources at z>13?

• Environments of galaxies?

• Galaxy emission at different frequencies? 
e.g. X-rays, Lya


