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Reionization and cosmic dawn

QSO

21 cm is a unique probe of reionization and cosmic dawn

Possible hints of neutral hydrogen at z~7, e.g. z=7 QSO, LAE/LBG ratio

By 2020: possible advances...  
1) Planck polarisation could constrain redshift and duration of reionization	

2) HST+JWST will have observed bright end of luminosity function to higher redshifts  
    (faint end will still be incomplete; connection to ionizing photons may still be unclear)	

3) Little advance in QSO (more at z~7) - wait for Euclid in 2020 to push to z~8	

4) LAE surveys into EoR will be more advanced (HSC) - maybe clustering => patchy 
reionization?
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Figure 1: 21cm brightness temperature offset from the CMB (from [1]). The horizontal axis shows evolution along the
comoving line-of-sight coordinate, from z⇡ 62 to z⇡ 7. From right to left we see the expected major milestones in the
signal: (i) collisional decoupling (red!black); (ii) WF coupling (black!yellow); (iii) IGM heating (yellow!blue); (iv)
reionization (blue!black). The top panel corresponds to a “fiducial” model, while the lower panel corresponds to an
“extreme X-ray” model in which primordial galaxies are much more efficient than local star-bursts in generating X-rays
(see, e.g. [2]), saturating the unresolved soft X-ray background [3] by z ⇠ 10. The lower panel further assumes that
soft X-rays with energies ⇠<1keV are absorbed within the host galaxy. Although the models have comparable electron
scattering optical depths, te, the astrophysical milestones are very different in 21cm. The redshift limit accessible to first
generation interferometers roughly corresponds to the vertical yellow line; the SKA-LOW should probe out to roughly
the vertical blue line, opening-up a new window on the Cosmic Dawn. The slices are 750 Mpc in height and 1.5 Mpc
thick.

1. Introduction

With unprecedented resolution and sensitivity, the SKA-LOW will enable ground-breaking
studies of early Universe astrophysics through the 21cm line from neutral hydrogen. No other
planned instrument will allow us to study baryons at high redshift in such detail. We will be able
to trace the delicate, physics-rich interplay between the intergalactic medium (IGM) and the first
galaxies.

As a cosmological probe, the signal is usually represented in terms of the offset of the 21cm
brightness temperature from the cosmic microwave background (CMB) temperature, Tg , along a
line of sight at observed frequency n (c.f. [4]):
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where TS is the gas spin temperature, tn0 is the optical depth at the 21cm frequency n0, dnl(x,z)⌘
r/r̄ � 1 is the evolved (Eulerian) density contrast, Yp is the Helium mass fraction, H(z) is the
Hubble parameter, dvr/dr is the comoving gradient of the line of sight component of the comoving
velocity, and all quantities are evaluated at redshift z = n0/n � 1. The cosmological 21cm signal
uses the CMB as a back-light: if TS < Tg , then the gas is seen in absorption, while if TS > Tg , the
gas is seen in emission.
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Valdes+ 2012	
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Alternative histories
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Figure 1: 21cm brightness temperature offset from the CMB (from [1]). The horizontal axis shows evolution along the
comoving line-of-sight coordinate, from z⇡ 62 to z⇡ 7. From right to left we see the expected major milestones in the
signal: (i) collisional decoupling (red!black); (ii) WF coupling (black!yellow); (iii) IGM heating (yellow!blue); (iv)
reionization (blue!black). The top panel corresponds to a “fiducial” model, while the lower panel corresponds to an
“extreme X-ray” model in which primordial galaxies are much more efficient than local star-bursts in generating X-rays
(see, e.g. [2]), saturating the unresolved soft X-ray background [3] by z ⇠ 10. The lower panel further assumes that
soft X-rays with energies ⇠<1keV are absorbed within the host galaxy. Although the models have comparable electron
scattering optical depths, te, the astrophysical milestones are very different in 21cm. The redshift limit accessible to first
generation interferometers roughly corresponds to the vertical yellow line; the SKA-LOW should probe out to roughly
the vertical blue line, opening-up a new window on the Cosmic Dawn. The slices are 750 Mpc in height and 1.5 Mpc
thick.

1. Introduction

With unprecedented resolution and sensitivity, the SKA-LOW will enable ground-breaking
studies of early Universe astrophysics through the 21cm line from neutral hydrogen. No other
planned instrument will allow us to study baryons at high redshift in such detail. We will be able
to trace the delicate, physics-rich interplay between the intergalactic medium (IGM) and the first
galaxies.

As a cosmological probe, the signal is usually represented in terms of the offset of the 21cm
brightness temperature from the cosmic microwave background (CMB) temperature, Tg , along a
line of sight at observed frequency n (c.f. [4]):
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where TS is the gas spin temperature, tn0 is the optical depth at the 21cm frequency n0, dnl(x,z)⌘
r/r̄ � 1 is the evolved (Eulerian) density contrast, Yp is the Helium mass fraction, H(z) is the
Hubble parameter, dvr/dr is the comoving gradient of the line of sight component of the comoving
velocity, and all quantities are evaluated at redshift z = n0/n � 1. The cosmological 21cm signal
uses the CMB as a back-light: if TS < Tg , then the gas is seen in absorption, while if TS > Tg , the
gas is seen in emission.
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Broad parameter space for heating prescriptions 
- X-ray binaries, mini-quasars, DM annihilation, …	

- uncertain star formation history 
 
Effect of feedback on galaxies e.g. metals, Lyman-Werner, bulk flows

Valdes+ 2012	


Fialkov & Barkana 2015
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21 cm science

• Formation and evolution of galaxies over cosmic time	

• Nature of first stars and black holes	

• Thermal history of the IGM over cosmic time	

• Topology and processes of reionization	

• Distribution of matter at z >6 

• Power spectrum measurements from z=28 - 6	

• Imaging of 21cm signal during reionization >5 arcmin, 1 mK	

• Spectral 21cm forest observations to z>6 bright radio sources

Key Science Questions

Key Science Goals*

* requires detailed characterisation of ionosphere,  
diffuse foregrounds and bright radio point sources
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Science questions
 1. When did heating/ionization/radiativecoupling of the IGM commence and complete?   
 2. What is the spatial brightness temperature distribution of the IGM as function of   

redshift?  
 3. How did the first first stars, galaxies, BHs, stellar remnants form and evolve?   
 4. How did the IGM/ISM ionize and how did it enrich with metals?   
 5. What is the spatial structure of ionization structures (i.e. bubbles) as function of redshift?   
 6. What are the dominant physical mechanisms and sources responsible for heating,   

ionizing, enrichment and feedback to the IGM/ISM?  
 7. What effect did feedback and early structure formation have on galaxy formation (e.g.   

substructure).  
 8. How and when did the first black holes form and evolve to highz AGN?   
 9. Did structures in the early Universe evolve in accordance with LCDM?   
 10.Does DM annihilation contribute to early structure formation?   
 11. Were there any popIII stars, what were their properties and how did the transition to   

popII stars take place?  
 12. What is the effect of baryonic bulk flows on early structure and star formation?   
 13. How does the IGM (in particular 21cm emission) (anti)correlate with other   

observables such as e.g. CO, CII, Ly-alpha emitters, GRBs 
 14. How does the end of reionization transition to the high-z observable universe (e.g. HI   

in galaxies).  
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(1) Evolution of the power spectrum

1 mK

10 mK

~10’

Rich science contained in spatial and redshift evolution 
of 21cm power spectrum

Mesinger+ 2010
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(1) Evolution of the power spectrum

1 mK

10 mK

~10’

Rich science contained in spatial and redshift evolution 
of 21cm power spectrum

Mesinger+ 2010
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(2) 21cm tomography

Tomographic Imaging of CD/EoR with SKA Garrelt Mellema

Figure 1: Left panel: 21cm image at z = 7.02 as derived from a full numerical simulation of reionization
(XL2 from Iliev et al. 2014), convolved with a 5 arcminute FWHM Gaussian beam and 0.8 MHz band-
width. The dark parts are large ionized regions. Right panel: a constructed 21cm signal with the same
power spectrum as the signal in the left panel but a Gaussian PDF. These two images are very different but
indistinguishable in a statistical power spectrum analysis.

with xHI the neutral hydrogen fraction, d = r/hri� 1, the overdensity in the baryon distribution,
Ts the spin (or excitation) temperature of the 21cm transition, TCMB(z) the Cosmic Microwave
Background (CMB) temperature, z the redshift of the signal, Wm and Wb, the total matter and baryon
density in terms of the critical density, h the Hubble parameter in units of 100 km s�1 Mpc�1, Yp

the primordial helium abundance by mass, and dvk/drk the proper gradient of the peculiar velocity
along the line of sight. This last term represents the effect of redshift space distortions.

From this expression one sees that the 21cm signal varies with position due to variations in the
matter overdensity d , the hydrogen neutral fraction xHI, the spin temperature TS and line of sight
velocity gradient dvk/drk. This forms the basis of the analysis of the 21cm signal be it statistically
or tomographically.

3. Regimes for Imaging

Imaging becomes possible once the signal to noise (S/N) for a certain size of spatial/spectral
resolution element becomes larger than 1. Since the instrument noise will decrease when forming
larger and larger resolution elements, even the first generation experiments such as LOFAR can in
principle produce images, although with very poor resolution. This was worked out in detail in
Zaroubi et al. (2012) where it was shown that LOFAR could produce images with a resolution of
⇠ 200, whereas power spectrum analysis should be able to reach angular scales of ⇠ 30.

Since the sensitivity of SKA1-Low varies with frequency, imaging will not be possible on
the same scales at all frequencies. Specifically, as the sensitivity drops rapidly below the critical
frequency the imaging capabilities for n < 100 MHz quickly deteriorate. In this regime larger
image resolution elements will need to be used to reach the same noise levels. For those regimes
in which imaging becomes unfeasible, statistical analysis with power spectra should be used.

3

3D maps of topology of reionization - few arcmin res, >10 deg2 size	

!
Directly image large HII regions around AGN/bright sources	

!
Environmental information for other probes of reionization

Mellema+ 2015
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(3) 21cm Forest

21cm Forest with the SKA Gianni Bernardi

Figure 1: Upper panels: Spectrum of a radio source positioned at z= 10 (ν ∼ 129 MHz), with a power-law
index α = 1.05 and a flux density J = 50 mJy (left hand panels) and 10 mJy (right hand panel). The red
dotted lines refer to the instrinsic spectrum of the radio source, Sin; the blue dashed lines to the simulated
spectrum for 21cm absorption, Sabs (in a universe where neutral regions remain cold); and the black solid
lines to the spectrum for 21cm absorption as it would be seen with an observation time tint = 1000 h and a
frequency resolution ∆ν = 10 kHz. The first panel to the left corresponds to a case with the LOFAR noise,
while the other two panels have 1/10th of the LOFAR noise, roughly expected for SKA1-low. Lower panels:
The ratio σabs/σobs corresponding to the upper panels.

on the 21cm forest (e.g. Carilli, Gnedin & Owen 2002; Mack & Wyithe 2012; Ciardi et al. 2013),
the intrinsic radio source spectrum, Sin, is assumed to be similar to Cygnus A, with a power-
law with index α = 1.05 and a flux density J = 50 mJy and 10 mJy. The simulated absorption
spectrum, Sabs, is calculated from the simulations mentioned above. The observed spectrum, Sobs,
is calculated assuming an observation time tint= 1000 h with the LOFAR and SKA1-low telescopes
and a bandwidth ∆ν = 10 kHz. A clear absorption signal is observed. This is more evident in the
lower panels of Figure 1, which show the quantity σabs/σobs, where σi = Si− Sin and i=abs, obs.
As already mentioned above, the inclusion of Ly-α or x-ray heating could suppress or reduce the
absoprtion features, with the extent of the effect being highly dependent on the source model (see
e.g. Mack & Wyithe 2012; Ciardi et al. 2013).

Very strong absorption features could be easily detected also at lower redshift, when most of
the IGM is in a highly ionization state, if we were lucky enough to intercept high density cold
pockets of gas (with τ21cm > 0.1; these cells are found in ∼ 0.1% of the LOS in the simulation), as
shown in Figure 2.

Moving towards higher redshift, when most of the gas in the IGM is still neutral and relatively
cold, would offer the chance of detecting a stronger average absorption (rather than the single
absorption features observed at lower redshift). If a radio source with characteristics similar to the
ones described above were found, SKA1-low would easily detect the global absorption as shown
in Figure 3, although it would not be straightforward to distinguish whether the suppression of the

4

LOFAR SKA

50mJy source 
@z=10

Ciardi+ 2015

~kHz resolved spectra of 21cm forest in bright radio sources at z>6	

!
Alternative view of reionization/thermal history	

!
Resolve dense ~kpc scale structures in IGM



Status of LOFAR

Ronald Nijboer (ASTRON)
On behalf of the LOFAR team

ASTRON, Dwingeloo, 23 Aug. 2010- 1 -SKA Calibration and Imaging Workshop 2010

ASTRON is part of the Netherlands Organisation for Scientific Research (NWO)

MWA LOFAR PAPER
+21CMA

SKA

HERA
+NenuFAR
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Challenge: (1) separate 21cm sky from foregrounds 
                (2) extract scientific content of 21cm signal
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Analysis
SKA visibilities

Calibration

Foreground separation

21cm signal estimation

Signal interpretation

Numerical simulations

Diffuse 	

foreground 

maps

Point 	

source 
catalogs

Instrument  
model

Maps Power spectrum

Non-Gaussian statistics …

Model parameters

…

External datasets 
e.g. JWST, …
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Ionosphere

Single KSP 
 

Many work  
packages 

 
Many science	


outputs

Thermal history
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21 cm foregrounds

Radio point sources:  
FRI/II, star-forming gal	

!
Diffuse foregrounds 

Polarisation particularly important 
- Faraday rotation

Jelic+ 2008, 2010

8 Jelić et al.

(a) (b) (c) (d)

Figure 3. Simulated maps of the total (Fig. 3.a) and intrinsic polarized (Fig. 3.b) intensity of the Galactic synchrotron emission. The polarization angle is
plotted over the polarized map as a white lines. The map of brightness temperature spectral index � of simulated total intensity synchrotron emission is shown
in Fig. 3.c. The total intensity map of the free-free emission is shown in Fig. 3.d. The angular size of the maps are 10� ⇥ 10�, with ⇠ 1 arcmin resolution.
The color bar represents the brightness temperature T

b

of emission in kelvin at 150 MHz. The mean and rms value of the maps are given in the Table 1.

(a) (b) (c)

Figure 4. Simulated maps of the polarized intensity and polarization angle (white lines) of the four different Galactic synchrotron emission models (A, B and
C from left to right). The angular size of the maps are 10� ⇥ 10�, with ⇠ 1 arcmin resolution. The mean and rms values of the maps at 150 MHz are
given in the Table 1.

while in polarized intensity can reproduce the characteristic polar-
ization functions (Burn 1966).

We also quantitatively compare the simulated emission in the
Fan region (our model D) with the observations of this region at
150 MHz (Bernardi et al. 2009):

• simulated fluctuations have an rms of 14 K in total intensity
and rms of 7 K in polarized intensity (these values are the same as
the observed ones);
• the power law indices of the power spectrum obtained from

the simulation are in agreement with the observations: �2.2 in total
intensity, and �1.6 in polarized intensity;
• simulated maps (see Fig. 5) show similar morphological struc-

tures (their statistical distribution of power) as the observed ones
(fig 5., 8. & 10. in Bernardi et al. 2009);
• a simulated rotation measure cube12 shows similar morpho-

12 The rotation measure cube is obtained using the rotation measure syn-
thesis method (Brentjens & de Bruyn 2005).

logical structures as the observed ones, i.e., at �2 rad m�2 there
is a hole in the emission, a bubble with a diameter of ⇠ 2�.

Here we emphasize that we have also successfully tested our
algorithm at the higher frequencies (⇠ 350 MHz) by simulating
Galactic emission towards the cluster Abel 2255. The simulated
maps have been compared with the observations obtained by R.F.
Pizzo et al. (in prep., private communication). Details of these sim-
ulations will be presented in a separate paper (Jelić et al., in prep.).

To summarize, simulated maps show all observed character-
istics of the Galactic emission, e.g. presence of the structures at
different scales, spatial and frequency variations of the brightness
temperature and its spectral index, complex Faraday structures, and
depolarization. Based on these results, we conclude that our model
is able to simulate realistic maps of the Galactic emission both in
total and polarized intensity, and can be used as an realistic fore-
ground model in simulations of the EoR experiments.

c� 2009 RAS, MNRAS 000, 1–14

synchrotron 
total intensity

synch. polarisation synch. spectral index free-free intensity

Simulations of the Galactic Polarized Foreground 5

In addition, the spatial variations of the spectral index p are in-
troduced to mimic the observed spatial fluctuations of �. We follow
our previous model (Jelić et al. 2008) and simulate the variation of
p (or �) as a Gaussian random field. For the power spectrum of the
Gaussian random field it is assumed a power law with index �2.7
(Jelić et al. 2008).

4.2 Galactic magnetic field

The Galactic magnetic field has two components: a regular com-
ponent ~B

r

and a random component ~b, so that the total Galactic
magnetic field is given as ~B = ~B

r

+~b (for review see Beck et al.
1996; Han & Wielebinski 2002). The regular component is usually
simulated as a combination of a disk and a halo field, whereas the
random field component is simulated as a Gaussian random field,
Gaussian random field, (for details see Sun et al. 2008; Sun & Re-
ich 2009). Note that for our calculations, we split ~B in a component
parallel (Bk) and perpendicular (B?) to the LOS, so that Faraday
rotation is defined by Bk and synchrotron emission by B?.

Considering the aim of our effort to simulate the Galactic
emission for a small patch of the sky, we treat the regular field com-
ponent in a simplified way. The regular field component is assumed
to be uniform in the xy-plane and to have an exponential decrease
in the z direction. The typical value of the regular field component
is a few µG (for review see Beck et al. 1996; Han & Wielebinski
2002).

For the random field component we follow Sun et al. (2008);
Sun & Reich (2009) and simulate it as a Gaussian random field. The
power spectrum of the field follows a power law, with spectral index
�8/3. This spectral index is commonly used for a Kolmogorov-
like turbulence spectrum.

In our simulation, the realization of the random field compo-
nent is done in the following way. First we generate three differ-
ent Gaussian random fields for the b

x

, b
y

and b
z

component. From
those three fields, we then calculate the amplitude of~b and normal-
ize it to the desired value. A typical value for the mean random field
strength is b = 3 µG (Sun et al. 2008).

4.3 Thermal electron density

At high Galactic latitudes, the warm ionized medium consists
mostly of diffuse ionized gas (DIG) with total emission measure of
⇠ 5 pc cm�6 and T

e

= 8000 K (Reynolds 1990). The properties
of the DIG can be traced by its free-free emission and dispersion
measure9 (DM) of pulsars (e.g. Gaensler et al. 2008).

Recent simulations of the Galactic emission (Sun et al. 2008;
Waelkens et al. 2009; Sun & Reich 2009) used the Cordes & Lazio
(2002) model for the thermal electron distribution. That model sim-
ulates the Galaxy as several large-scale (e.g. thin and thick disk, and
spiral arms) and small-scale (e.g. supernovae bubbles) structures.
In our simulation, we follow our previous model of the Galactic
free-free emission (Jelić et al. 2008) and simulate the thermal elec-
tron density distribution as a Gaussian random field with the power
law type of the spectrum. The spectral index of the power law is

emission and the energy spectral index p of the CR electrons are related as
� = �(p+ 3)/2.
9 The dispersion measure is defined as the integral of the thermal electron
density along the LOS. Knowing the distance to the pulsars (e.g. determined
by parallax), an electron density model can be obtained by a fit to the ob-
served DMs.

Figure 1. Flow chart of the algorithm: the Galactic emission (synchrotron
and free- free) is derived from the physical quantities and 3D characteris-
tics of the Galaxy, i.e. cosmic ray, nCR, and thermal electron, n

e

, density;
and magnetic field, ~B. In addition, the algorithm includes Faraday rotation
effects.

�3. The amplitude of the Gaussian random field (thermal electron
density) is normalized in a way to match the typical observed EM
of the quasars at high Galactic latitudes (EM values are taken from
Berkhuijsen et al. 2006).

It is important to note that our model is flexible to include ad-
ditional features of the thermal electron distribution, e.g. dense bub-
bles or clumpy distribution. Some of these features are presented in
Sec. 5.

4.4 The Algorithm

Here we summarize the steps we follow to obtain maps of the
Galactic emission at a desired frequency. The flow chart of the al-
gorithm is presented in Fig. 1.

(i) The CR electron density, nCR, and the regular component,
~B
r

, of the Galactic magnetic field are defined on 3D grid. The dis-
tributions of nCR and ~B

r

are uniform in the xy-plane and have an
exponential decrease in the z direction.

(ii) The spatial distribution of the CR electron energy spectral
index, p, the random component, ~b, of the Galactic magnetic field
and the thermal electron density, n

e

, are simulated as Gaussian ran-
dom fields. The Gaussian random fields are normalized to result in
a desired rms value of the brightness temperature maps. Note that
additional features in the electron distribution are added if desired.

(iii) The parallel, Bk, and perpendicular, B?, component of the
total Galactic magnetic field, ~B, are calculated from ~B

r

and~b.
(iv) Using Eq. 3, the emission coefficients of the Galactic total,

jIsyn
b

, and polarized, jPIsyn

b

, synchrotron radiation are calculated.
(v) The optical depth, ⌧ff , and emission coefficient, jff

b

, of the
thermal plasma are obtained from Eq. 11 & 14. Note that these
effect is really significant only on the lowest radio frequencies.

(vi) Absorption of the synchrotron emission by the optical thick-
ness of the ionized plasma is taken into account as exp (�⌧ff )
factor.

(vii) Using Eq. 15, the Faraday rotation effect is calculated and
the polarization angle, �, is obtained. Note that the intrinsic polar-
ization angle, �0, is defined as the inclination of B?.

(viii) The Stokes Q and U emission coefficients of the polarized
emission, jQ

b

& jU
b

, are calculated using Eq. 7 & 8.
(ix) By integrating jIsyn

b

, jQ
b

& jU
b

along some LOS (see Eq. 2),

c� 2009 RAS, MNRAS 000, 1–14

10 deg x 10 deg at 1 arcmin resolution

Ionosphere	
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Foreground removal & signal estimation

The scale of the problem 171

Figure 6. 2D power spectrum of the simulated 21-cm signal, reconstructed 21-cm signal, residuals and noise at 130 MHz, or z = 9.92, 150 MHz, or z = 8.47,
and 170 MHz, or z = 7.35, from top to bottom. The left-hand column is the fiducial data whereas the right-hand column plots the reconstructed 21-cm power
spectrum but with the leakage determined from the second noise realization added, as described in Section 4.3.2. Line styles are as described in Fig. 4 with the
additional dark green dashed line representing the total leakage power (!2

Rfg
+ !2

Lnocs
) in the left-hand column and the leakage assuming noise leakage has

been corrected (!2
Rfg

+ !2
Lcs

) in the right-hand column.
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Figure 7. 3D power spectrum of the simulated 21-cm signal, reconstructed 21-cm signal, residuals and noise at 135 MHz, or z = 9.51, 151 MHz, or z =
8.40, and 167 MHz, or z = 7.50, over an 8-MHz subband (top to bottom). The left-hand column is the fiducial data whereas the right-hand column plots the
reconstructed 21-cm power spectrum but with the second noise realization leakage added. Line styles are as described in Fig. 6.

Several techniques under development	

“removal is not separation” 
e.g. Generalised Morphological  
Component Analysis (GMCA)  
Correlated Component Analysis

Chapman+ 2013

Chapman+ 2013

Bonaldi+ 2015

CD/EoR Foreground Removal Emma Chapman
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Figure 7: Top two rows, reading order: the smoothed residual maps of S3 at 175 MHz from the Polynomial,
CCA, Wp and GMCA methods. Bottom row, left to right: The smoothed cosmological signal at 175 MHz
and the correlation coefficient relating to residuals vs. cosmological signal.
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Chapman+ 2015

Polynomial CCCA

Wp GMCA

Input

Imaging of the EoR will  
be new with SKA	
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Numerical simulation

400 S. Baek et al.: The simulated 21 cm signal during the epoch of reionization

Fig. 11. Maps of the xα coupling coefficient. We use a logarithmic color scale, and choose the redshift in each simulation (S20 and S100) such
that ⟨xα⟩ = 1 (10.25 for S20 and 10.01 for S100). The thickness of the slice is 2 h−1 Mpc for the two panels on the left and 100 h−1 kpc for the
right panel.

temperature are expected to be maximal. On a large scale, the
maps boil down to strong coupling regions around sources, su-
perimposed on a uniform weak coupling background. The sig-
nature of the added brightness temperature fluctuations will be
based on the typical sizes of the strong coupling regions and
on the clustering and Poisson noise in the source distribution.
Keeping this in mind, it is interesting to notice that the strong
coupling regions appear to be much smaller, ∼2 h−1 Mpc, in
the S20 simulation than in the S100 simulation where they ex-
tend over ∼10 h−1 Mpc. To understand this let us remember that
we apply periodic boundary conditions to the radiative transfer
code. As a result, any point in the S20 simulation is surrounded
by a rather homogeneous distribution of sources, with the clos-
est source at most ∼10 h−1 Mpc away. This dampens the fluctua-
tions in the Ly-α flux and washes out the outer parts of the strong
coupling regions. As a result, we expect to find more power at
large scales in the added brightness temperature fluctuations in
the S100 simulation than in the S20 simulation.

The zoom on the source in the S20 simulation shows that
the apparent spherical symmetry of the strong coupling regions
breaks down at small scales. Semelin et al. (2007) have shown
that substantial asymmetry can be expected if the density field
of the gas is not homogeneous (e.g. presence of filaments).
Let us notice, however, that the slice thickness for the zoom is
100 h−1 kpc, while it is 2 h−1 Mpc for the other maps. With such
a thin slice the noise in the xα evaluation (resulting of the fi-
nite number of photons used in the Monte Carlo scheme) is not
smoothed out at all. Any structure outside the main strong cou-
pling region is mostly noise (visible on the color version only).
If structures exist in the xα maps at scales smaller than 1 h−1 Mpc
and with an amplitude of less than a factor of 3 above or below
the background, we will miss them in the noise or smooth them
out. From a theoretical point of view it would be interesting (but
very costly) to produce maps with a lower noise level. However,
from a practical point a view, these scales are below the projected
resolution of SKA.

4.2.3. Brightness temperature maps

The most common (and most drastic) approximation used to
compute the brightness temperature is TS ≫ TCMB (case 1).
In this approximation no absorption region can exist. The sec-
ond approach is to assume full Lyman-α coupling (xα = ∞)
(case 2). The third approach, the one used in this paper, is
to compute self-consistently the local values of xα and derive

accordingly the local values of TS and Tb (case 3). We plot maps
of the differential brightness temperature for all three cases and
for both simulation boxes at the WFCR in the 6 top panels of
Fig. 12. The thickness of the slice is 2 h−1 Mpc . At this early
redshift, when the two first approximations are hardly reliable,
the differences are striking. Not surprisingly case 1 fails com-
pletely: it is not tailored to handle absorption regions and pre-
dicts only emission. More interesting, but also expected, case 2
overpredicts the strength of the absorption compared to case 3
(300 mK instead of 200 mK) by assuming full Wouthuysen-Field
coupling. We used the same color scale for all maps to empha-
size these differences. The strong absorption signal observed in
cases 2 and 3 is the consequence of our choice of rather soft-
spectrum sources. The neutral IGM undergoes very little pre-
heating by UV and X rays. Let us emphasize that the strength of
the absorption signal is very sensitive to the thermal modeling
of the gas when TK ≪ TCMB, which is not uncommon at this
redshift with our choice of sources. Indeed, the included Ly-α
heating, although very weak (at most a few K over the EoR), de-
creases the strength of the absorption signal by 50 to 100 mK. If
even a small fraction of hard-spectrum sources was included, the
absorption strength would decrease and turn to emission at later
redshifts.

The six bottom panels of Fig. 12 shows the same maps for
the HRR. At this redshift we have ⟨xα⟩ > 200 for both sim-
ulations. Consequently the maps for cases 2 and 3 are almost
identical. Comparing with Fig. 10 it can be checked that the re-
gions which are still seen in absorption are the neutral regions
not too close to the ionization fronts. Comparing the absorption
regions in the S20 and in the S100 maps, it can be seen that
the signal is somewhat stronger in the S20 simulation. We have
determined that a lower gas kinetic temperature in the S20 sim-
ulation, in the voids, is responsible for this effect. Since we are
talking about temperatures lower than 10 K, a difference of a
few K produce a large effect on the differential brightness tem-
perature. The S20 simulation has a higher mass resolution which
creates higher density contrasts. In the voids, the density is lower
and the adiabatic expansion stronger: the resulting temperature
is lower.

Obviously, in case 1, the absorption regions turn to emission.
Since emission saturates quickly at a few tens of mK, the statisti-
cal property of the signal such as the average rms fluctuations of
the brightness temperature will be weaker. At such an advanced
stage in the reionization history the assumption made in case 1
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to overlap, and (2) the excursion-set barrier (the criterion for ion-
ization) becomes, as per Furlanetto et al. (2004a),

fcoll(x1;M ; z) ! !"1; ð14Þ

where ! is some efficiency parameter and fcoll(x1;M ; z) is the frac-
tion of mass residing in collapsed halos inside a sphere of mass
M ¼ 4/3"R3#̄½1þ h$nl(x1; z)iR(, with mean physical overdensity
h$nl(x1; z)iR, centered on Eulerian coordinate x1, at redshift z.

Equation (14) is only an approximate model and makes sev-
eral simplifying assumptions about reionization. In particular, it
assumes a constant ionizing efficiency per halo and ignores spa-
tially dependent recombinations and radiative feedback effects.
It can easily be modified to include these effects (e.g., Furlanetto
et al. 2004b, 2006a; Furlanetto & Oh 2005), and we plan to do so
in future work. Here we present the simplest case in order to best
match current RT numerical simulations.

This prescription models the ionization field as a two-phase
medium, containing fully ionized regions (which we refer to as

H ii bubbles) and fully neutral regions. This is obviously much
less information than can be gleaned from a full RT simulation,
which precisely tracks the ionized fraction. However, H ii bubbles
are typically highly ionized during reionization, and formany pur-
poses (such as for 21 cm maps), this two-phase approximation is
perfectly adequate.
In order to ‘‘find’’ the H ii bubbles at each redshift we smooth

the halo field onto a 2003 grid. Then we filter the halo field using
a real-space top-hat filter, starting on scales comparable to the
box size and decreasing to grid cell scales in logarithmic steps of
width!M /M ¼ 0:33. At each filter scale, we use the criterion in
equation (14) to check whether the region is ionized. If so, we flag
all pixels inside that region as ionized.We do this for all pixels and
scales, regardless of whether the resulting bubble would overlap
with other bubbles. Note, therefore, that the nominal ionizing
efficiency ! that we use as an input parameter does not equal
(1" x̄H i)/fcoll. They typically differ by P30%, with ! fcollk 1"
x̄H i very early in reionization, with a slight inequality due to
the undercounting of photons from the overlap regions of the

Fig. 3.—Slices through the halo field from our simulation box at z ¼ 8:25. The halo field is generated on a 12003 grid and then mapped to a 4003 grid for viewing
purposes. Each slice is 100Mpc on a side and 0.25Mpc deep. Collapsed halos are shown. Left: Halo field directly filtered in Lagrangian space. Right: Map of the field to
Eulerian space according to linear theory (see x 2.4 and eq. [9]). The right panel corresponds to the bottom left (x̄H i ¼ 0:53) ionization field in Fig. 5. [See the electronic
edition of the Journal for a color version of this figure.]

Fig. 4.—Slices from the ionization field at z ¼ 6:89 created using different algorithms. All slices are 93.7 Mpc on a side and 0.37 Mpc deep, with the mean neutral
fraction in the box being x̄H i ¼ 0:49. Ionized regions are shown as white. The leftmost panel was created by performing the bubble-filtering procedure of Zahn et al.
(2007) directly on the linear density field. The second panel was created by performing their bubble-filtering procedure on their N-body halo field, but with the slightly
different barrier definition in eq. (14). The third panel was created by performing our bubble-filtering procedure described in x 3 on the same N-body halo field. The
rightmost panel (from Zahn et al. 2007) was created using an RT algorithm on the same halo field.
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Signal interpretation

21CMMC: astrophysics from the 21 cm EoR signal 9
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Figure 3. The recovered constraints from 21CMMC on our three parameter EoR model parameters for a single (z = 9) 1000 h observation
of the 21 cm PS obtained with HERA (red curve) and the SKA (blue curve). In the diagonal panels we provide the 1D marginalized
PDFs for each of our EoR model parameters (⇣0, Rmfp and log10(TFeed

vir ) respectively) and we highlight our fiducial choice for each by the
vertical dashed line. Additionally, we cast our ionizing e�ciency, ⇣0, into a corresponding escape fraction, fesc, on the top axis (simply
using the fiducial values in equation 2). In the upper right panel we provide the 1D PDF of the recovered IGM neutral fraction where
the vertical dashed line corresponds to the neutral fraction of the mock 21 cm PS observation (x̄H I = 0.71). Finally, in the lower left
corner we provide the 1 (thick) and 2� (thin) 2D joint marginalized likelihood contours for our three EoR parameters (crosses denote
their fiducial values, and the dot–dashed curves correspond to isocontours for x̄H I of 20, 40, 60 and 80 per cent from bottom to top).

tred around their input fiducial parameters, highlighting
the strong performance of 21CMMC at recovering our in-
put model. This is despite the asymmetric distributions of
the recovered PDFs, emphasizing the strength of the MCMC
approach within 21CMMC. Comparing these two 21 cm ex-
periments, we note the significant improvement achievable
with the increased sensitivity of the SKA. This can easily
be seen in the case of both ⇣0 and TFeed

vir , where the widths
of the 1D PDFs, as well as the 2D joint likelihood contours,
are noticeably tighter for SKA than for HERA.

The improved constraints from the SKA relative to
HERA can be best explained by referring to Fig. 2. We
observe that while the sensitivity at large scales for both
SKA and HERA are comparable, only the SKA is capable
of probing the available small-scale information. Given the
degenerate nature of the EoR parameters, by accessing this
additional shape information tighter constraints are achiev-
able. While it is not su�cient to break the degeneracies it
does reduce their amplitude, substantially limiting the al-
lowed EoR parameter space. It is important to note that

with only a single redshift observation, the uncertainty is
large and the likelihood is non-Gaussian distributed. Never-
theless, our Bayesian MCMC framework captures parameter
constraints and degeneracies, recovering the actual shape of
the likelihood distribution (without the Gaussian assump-
tions of the Fisher matrix formalism; Pober et al. 2014).

In the ⇣0-log10T
Feed
vir plane for HERA in lower-left panel

of Fig. 3, we observe at the 95 per cent confidence level
a multimodal distribution for ⇣0 and TFeed

vir as highlighted
by the lower streaks for high ⇣0 and low TFeed

vir . This region
of parameter space is capable of reionizing the IGM earlier
than our fiducial EoR model, due to a brighter population of
lower mass galaxies (see Section 3.1.2). This is highlighted
by overlaying the x̄H I isocontours for the EoR parameter
space, where it is clear that these two streaks reproduce dif-
ferent IGM neutral fractions. Correspondingly, these models
result in a smaller, secondary feature around x̄H I = 0.4 in
the IGM neutral fraction PDF. Models in this region of the
EoR parameter space have similar large-scale 21 cm power,
but di↵erent small-scale structure which HERA cannot dif-
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Bayesian parameter estimation 
in context of source model 

Combination of 21cm data 
with other data sets 
e.g. JWST, HSC, CO, [CII]…
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21cm signal depends upon complex underlying physics	
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SKA observing strategy
Deep:    5    x 1000hr integration  => 100 deg2 field	

Middle:  50   x 100hr integration   => 1,000 deg2 field 	

Shallow: 500 x 10hr integration     => 10,000 deg2 field  

Shallow: LOFAR-like power spectrum sensitivity over 10000 deg2.	

Middle: Shallow imaging + power spectrum over 1000 deg2	


Deep:  Power spectrum to z<28 & deep imaging over 100 deg2

Signal frequencies: 200-50MHz  
Wider band for foregrounds	

(multibeaming to reduce tint)

Koopmans+ 2015	

[arXiv1505.07568]
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Figure 3: Deep-Medium-Shallow Surveys: Shown are the expected brightness temperature power-spectra
from Mesinger et al. (2014) and the expected thermal-noise and cosmic-variance errors (following McQuinn
et al. 2006) for the fiducial survey parameters outlined in Section 6 for SKA1. The middle panels (thick red
curve) indicate the expected total S/N ratio in such a survey, reaching a peak S/N⇠ 70, in good agreement
with the results in Mesinger et al. (2014). From top to bottom, the red curves for the deep, medium and
shallow surveys are shown, clearly showing an increased gain in sensitivity at the larger k modes in the
deep survey due to low thermal noise, and an increased gain in sensitivity at the smaller k modes in the
medium+shallows surveys due to lower sample variance, leading to a relatively flat S/N curve over one dex
in k space. For completeness, the right column show the brightness temperature sensitivity as function of
resolution, where k-scale is transformed directly to angular scale at the corresponding redshift. From bottom
to top are the deep, medium and shallow surveys. The dashed line is for a BW that matches the angular
scale rather than being fixed to 10MHz. The blue dot-dashed line is the expected variance on that scale by
integrating over the power-spectrum.
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Figure 3: Deep-Medium-Shallow Surveys: Shown are the expected brightness temperature power-spectra
from Mesinger et al. (2014) and the expected thermal-noise and cosmic-variance errors (following McQuinn
et al. 2006) for the fiducial survey parameters outlined in Section 6 for SKA1. The middle panels (thick red
curve) indicate the expected total S/N ratio in such a survey, reaching a peak S/N⇠ 70, in good agreement
with the results in Mesinger et al. (2014). From top to bottom, the red curves for the deep, medium and
shallow surveys are shown, clearly showing an increased gain in sensitivity at the larger k modes in the
deep survey due to low thermal noise, and an increased gain in sensitivity at the smaller k modes in the
medium+shallows surveys due to lower sample variance, leading to a relatively flat S/N curve over one dex
in k space. For completeness, the right column show the brightness temperature sensitivity as function of
resolution, where k-scale is transformed directly to angular scale at the corresponding redshift. From bottom
to top are the deep, medium and shallow surveys. The dashed line is for a BW that matches the angular
scale rather than being fixed to 10MHz. The blue dot-dashed line is the expected variance on that scale by
integrating over the power-spectrum.
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Figure 3: Deep-Medium-Shallow Surveys: Shown are the expected brightness temperature power-spectra
from Mesinger et al. (2014) and the expected thermal-noise and cosmic-variance errors (following McQuinn
et al. 2006) for the fiducial survey parameters outlined in Section 6 for SKA1. The middle panels (thick red
curve) indicate the expected total S/N ratio in such a survey, reaching a peak S/N⇠ 70, in good agreement
with the results in Mesinger et al. (2014). From top to bottom, the red curves for the deep, medium and
shallow surveys are shown, clearly showing an increased gain in sensitivity at the larger k modes in the
deep survey due to low thermal noise, and an increased gain in sensitivity at the smaller k modes in the
medium+shallows surveys due to lower sample variance, leading to a relatively flat S/N curve over one dex
in k space. For completeness, the right column show the brightness temperature sensitivity as function of
resolution, where k-scale is transformed directly to angular scale at the corresponding redshift. From bottom
to top are the deep, medium and shallow surveys. The dashed line is for a BW that matches the angular
scale rather than being fixed to 10MHz. The blue dot-dashed line is the expected variance on that scale by
integrating over the power-spectrum.
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Figure 3: Deep-Medium-Shallow Surveys: Shown are the expected brightness temperature power-spectra
from Mesinger et al. (2014) and the expected thermal-noise and cosmic-variance errors (following McQuinn
et al. 2006) for the fiducial survey parameters outlined in Section 6 for SKA1. The middle panels (thick red
curve) indicate the expected total S/N ratio in such a survey, reaching a peak S/N⇠ 70, in good agreement
with the results in Mesinger et al. (2014). From top to bottom, the red curves for the deep, medium and
shallow surveys are shown, clearly showing an increased gain in sensitivity at the larger k modes in the
deep survey due to low thermal noise, and an increased gain in sensitivity at the smaller k modes in the
medium+shallows surveys due to lower sample variance, leading to a relatively flat S/N curve over one dex
in k space. For completeness, the right column show the brightness temperature sensitivity as function of
resolution, where k-scale is transformed directly to angular scale at the corresponding redshift. From bottom
to top are the deep, medium and shallow surveys. The dashed line is for a BW that matches the angular
scale rather than being fixed to 10MHz. The blue dot-dashed line is the expected variance on that scale by
integrating over the power-spectrum.
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Figure 3: Deep-Medium-Shallow Surveys: Shown are the expected brightness temperature power-spectra
from Mesinger et al. (2014) and the expected thermal-noise and cosmic-variance errors (following McQuinn
et al. 2006) for the fiducial survey parameters outlined in Section 6 for SKA1. The middle panels (thick red
curve) indicate the expected total S/N ratio in such a survey, reaching a peak S/N⇠ 70, in good agreement
with the results in Mesinger et al. (2014). From top to bottom, the red curves for the deep, medium and
shallow surveys are shown, clearly showing an increased gain in sensitivity at the larger k modes in the
deep survey due to low thermal noise, and an increased gain in sensitivity at the smaller k modes in the
medium+shallows surveys due to lower sample variance, leading to a relatively flat S/N curve over one dex
in k space. For completeness, the right column show the brightness temperature sensitivity as function of
resolution, where k-scale is transformed directly to angular scale at the corresponding redshift. From bottom
to top are the deep, medium and shallow surveys. The dashed line is for a BW that matches the angular
scale rather than being fixed to 10MHz. The blue dot-dashed line is the expected variance on that scale by
integrating over the power-spectrum.
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Figure 3: Deep-Medium-Shallow Surveys: Shown are the expected brightness temperature power-spectra
from Mesinger et al. (2014) and the expected thermal-noise and cosmic-variance errors (following McQuinn
et al. 2006) for the fiducial survey parameters outlined in Section 6 for SKA1. The middle panels (thick red
curve) indicate the expected total S/N ratio in such a survey, reaching a peak S/N⇠ 70, in good agreement
with the results in Mesinger et al. (2014). From top to bottom, the red curves for the deep, medium and
shallow surveys are shown, clearly showing an increased gain in sensitivity at the larger k modes in the
deep survey due to low thermal noise, and an increased gain in sensitivity at the smaller k modes in the
medium+shallows surveys due to lower sample variance, leading to a relatively flat S/N curve over one dex
in k space. For completeness, the right column show the brightness temperature sensitivity as function of
resolution, where k-scale is transformed directly to angular scale at the corresponding redshift. From bottom
to top are the deep, medium and shallow surveys. The dashed line is for a BW that matches the angular
scale rather than being fixed to 10MHz. The blue dot-dashed line is the expected variance on that scale by
integrating over the power-spectrum.
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Data Products
High Level Data Products:	

 A. Redshift evolution of 21cm moments (variance, skewness, etc).   

 B. Redshift evolution of 21cm power spectrum as well as e.g. bi/tri spectra.   

 C. Tomographic image cubes with S/N > 1.   

High Level Data ByProducts:	

 D. Full Stokes spectral datacubes of Galactic and extra Galactic foregrounds   

with varying spectral resolution (plus their RM cubes).  

 E. Temporal and frequency behaviour of foreground sources from seconds to years.   

 F. Temporal and frequency structure of the ionosphere from seconds to years.   

 G. Temporal and frequency behaviour of SKA-low from seconds to years.   

Low Level Data Products:	

 1. Flagged/Calibrated full Stokes visibility data from 50-200MHz (z=27.4-6.1)   

on all baseline  

 2. Directionally dependent complex gain solutions (instrument and ionosphere)   
as function of time and frequency.  

 3. Absorption 21cm line spectra in selected directions with kHz spectral resolution.   
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Commensality/Synergy

●  Continuum  
(e.g. galaxies/AGNs, galaxy clusters) 	


 ○  Radio galaxies in EoR observations 	
       
 ○  Radio galaxies z>6 	
       
 ○  Input global sky model for         

CD/EoR foregrounds 	

●  Cosmology 	

 ○  Intensity mapping 3 <z < 6 	
       

 ○  Techniques (intensity mapping) 	
       

●  Extragalactic molecular spectroscopy 	


	
 ○ CO from EoR	


● HI galaxy science  
   (e.g. extragalactic emission & absorption)  
 ○ Post-reionization observations of 21cm	

● Magnetism 
 ○ Galactic (polarized) foregrounds	

!

● Our Galaxy  
(e.g. star formation, evolved stars,  
HI & continuum)  
 ○ Galactic foregrounds	

● Solar/Heliospheric physics 
 ○ Ionospheric measurements  
 and monitoring (CD/EoR FG)	

● Transients	

  ○  Transients in EoR observations 	
    

  ○  Transients during CD/EoR 	
    

  ○  Coherent/Incoherent Surveys     

Other facilities 
e.g. JWST, Planck, ALMA, intensity mapping,	

     GRB, …
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Conclusions
21 cm offers a unique probe of reionization and cosmic dawn	

!
Learn ionization, thermal, and star formation histories.  
Infer properties of first galaxies and their evolution.  
Map distribution of matter in wide volume & constrain cosmology.  
 
SKA will allow (1) Power spectrum from z = 6 - 28	

                      (2) Imaging during reionization	

                      (3) 21cm Forest observations (if sources found)	

!
EoR requires integrated approach starting with visibilities  
to jointly model 21cm signal + foregrounds + instrument.	

!
Layer-cake survey to maximise 21cm information.  
  - Shallow: 10k sq.deg., Middle: 1k sq.deg., Deep 0.1k sq.deg.  
EoR foregrounds are data sets for other science. 	

!
KSP discussion here and at Oct meeting in Groningen



Fin
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EoR Science Team (proto-KSP)

Management Team

Calibration

WP Coordinators

Foreground removal … Signal Interpretation

KSP membership

Work  
packages

EoR proto-KSP being discussed: 12-15 October meeting in Groningen

Executive
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Overview of experiments

Figure 21: Comparison of current arrays, PAPER, MWA and LOFAR, with SKA, assuming B=10 MHz,
tint = 1000 hrs and �k = k. For the existing arrays we assumed the latest published (or inferred)
specifications, see Table 2. The black line indicates the expected power spectrum of the 21cm power
signal.

the same assumptions and the same scaling relations. To properly compare the different arrays,
we take k = 0.1 cMpc�1 as the reference point where to compare sensitivities.

PAPER and MWA: We find that the current array-configurations of PAPER and MWA perform
equally well, even though PAPER has a smaller collecting area (Acoll) than MWA and a similar
number of stations. The lower collecting area of PAPER is compensated by making the array
even more compact than MWA, hence lowering Acore. Equation 12 shows that this improves
the power spectrum sensitivity of the array. In addition, PAPER gains sensitivity by having a
somewhat smaller Ae↵ , since only single dipoles are used rather than tiles. Overall this results in
PAPER and MWA having similar sensitivities to the power spectrum. Both PAPER and MWA
are able to probe only the smallest k modes, because of their compact configurations. We note
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MWA-32T: <(300mK)2 at k=0.07 hMpc-1 at z=9.5	

!
GMRT:       <(248mK)2 at k=0.50 hMpc-1 at z=8.6	

(previous claim was <(70mK)2)	

!
PAPER-64:  <(22mK)2 at k~0.2hMpc-1 at z=8.4	

!
LOFAR:   comparable to PAPER, but still being 
	
 	
  processed

MWA

PAPER

LOFAR

Figure 21: Comparison of current arrays, PAPER, MWA and LOFAR, with SKA, assuming B=10 MHz,
tint = 1000 hrs and �k = k. For the existing arrays we assumed the latest published (or inferred)
specifications, see Table 2. The black line indicates the expected power spectrum of the 21cm power
signal.

the same assumptions and the same scaling relations. To properly compare the different arrays,
we take k = 0.1 cMpc�1 as the reference point where to compare sensitivities.

PAPER and MWA: We find that the current array-configurations of PAPER and MWA perform
equally well, even though PAPER has a smaller collecting area (Acoll) than MWA and a similar
number of stations. The lower collecting area of PAPER is compensated by making the array
even more compact than MWA, hence lowering Acore. Equation 12 shows that this improves
the power spectrum sensitivity of the array. In addition, PAPER gains sensitivity by having a
somewhat smaller Ae↵ , since only single dipoles are used rather than tiles. Overall this results in
PAPER and MWA having similar sensitivities to the power spectrum. Both PAPER and MWA
are able to probe only the smallest k modes, because of their compact configurations. We note
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21 cm line in cosmology

CMB acts as 
back light

Neutral gas 
imprints signal

Redshifted signal	

detected

z = 0
� = 100MHz� = 1.4 GHz

z = 13

TS

Tk

TbT�

spin temperature set by  
different mechanisms:

Radiative transitions (CMB)         TSpin=>TCMB	

Collisions                                   TSpin=>Tgas	

Wouthysen-Field effect (resonant scattering of Lyα)  TSpin=>Tgas 

Brief Article

The Author

March 23, 2010
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Imaging
CD/EoR Foreground Removal Emma Chapman
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Figure 7: Top two rows, reading order: the smoothed residual maps of S3 at 175 MHz from the Polynomial,
CCA, Wp and GMCA methods. Bottom row, left to right: The smoothed cosmological signal at 175 MHz
and the correlation coefficient relating to residuals vs. cosmological signal.
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Chapman+ 2015

Polynomial CCCA

Wp GMCA

Input

Imaging of the EoR will be new with SKA	

(LOFAR/HERA restricted to large scales)

Imaging affected by systematics in a 	

different way. Early work on foreground	

removal is promising.

SKA beam will be sufficient to resolve	

structures during mid to end of 
reionization
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Images

Santos+ 2008
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Instrument simulation

10 Jelić et al.

Figure 8. Simulated 120 MHz Stokes Q map of polarized diffuse Galactic
synchrotron emission (DGSE). The angular size of the map is 5◦×5◦, with
∼ 0.6′ resolution. Simulated Stokes U map of polarized GDSE looks very
similar to Q map.

6 INSTRUMENTAL EFFECTS

In this section we give a basic overview of the simulations of LO-
FAR antenna response and show how the foreground maps are
seen by LOFAR. More detailed discussion on the LOFAR response
and data model for the LOFAR-EoR experiment will appear in
Labropoulos et al., in prep.. For the LOFAR-EoR experiment we
plan to use the LOFAR core, which will consist of approximately
25 stations. However, in this paper we set the number of LOFAR
core stations to 24. Each station is further split into two substa-
tions which are separated by a few tens of metres (see Fig. 9). Each
substation consists of 24 tiles, with each tile having 4×4 crossed
dipoles. For our goals we assume that each of the forty-eight sub-
stations is a circular array with a radius of thirty-five metres. The
stations are distributed in a randomized spiral layout and span a
baseline coverage from 40 to 2000 metres. The total effective col-
lecting area for the LOFAR-EoR experiment is ∼ 0.07 km2 at
150 MHz. The instantaneous bandwidth of the LOFAR telescope is
32 MHz and the aim for the LOFAR-EoR experiment is to observe
in the frequency range between 115–180 MHz, which is twice the
instantaneous bandwidth. To overcome this, multiplexing in time
has to be used (for more details see, de Bruyn et. al 2007). For the
purpose of this paper we ignore this complication and assume 400
hours of integration time for the hole frequency range. The LO-
FAR specifications are not final yet and they might slightly change
in the near future. A detailed description of the telescope together
with the data model will be provided in forthcoming papers.

In order to compute the true underlying visibilities, we make
some simplifying assumptions. We assume that the narrow band-
width condition holds and that the image plane effects have been

Figure 9. Position of 48 substations (24 stations) of the LOFAR core used
for simulations of instrumental effects. Note that each substation consists of
24 tiles, with each tile having 4×4 crossed dipoles.

calibrated to a satisfactory level. This includes station complex gain
calibration, a stable primary beam, and adequate compensation for
the ionospheric effects, such that the ionospheric phase introduced
during the propagation of electromagnetic waves in the ionosphere
and the ionospheric Faraday rotation are corrected for. For an in-
terferometer, the measured spatial correlation of the electric fields
between two antennae is called ‘visibility’ and is approximately
given by Taylor, Carilli & Perley (1999):

Vf (u, v) =

Z

A(l, m)If (l, m)ei(ul+vm)dldm

whereA is the primary beam, If is the intensity map corresponding
to frequency f , (u, v) are the coordinates, as seen from the source,
of the tracks followed by an interferometer as the Earth rotates, and
(l, m) are the direction cosines.

We further treat each pixel of the map as a point source with
the intensity corresponding to intensity of the pixel. Note that the
equation above takes into account the sky curvature. The visibili-
ties are sampled for all substation pairs and also at different pair
positions, as the Earth rotates.

We calculate the Fourier transform of the foreground model
for each frequency in the above range. For every baseline and fre-
quency, the uv tracks sample different scales of the Fourier trans-
form of the sky at that frequency. Thus, the sampling function S
becomes

S(u, v) =
X

k

δ (u − uk)δ (v − vk) , (23)

where the summation is carried over all the pixels k.
We compute those tracks for each interferometer pair for 4

hours of synthesis with an averaging interval of 100 s and we then
grid them on a regular grid in the uv plane. The maximum baseline
assumed for the LOFAR core is 2 km and the station diameter is
35 m, the number of independent elements in the uv plane is ≈
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core stations to 24. Each station is further split into two substa-
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with the data model will be provided in forthcoming papers.

In order to compute the true underlying visibilities, we make
some simplifying assumptions. We assume that the narrow band-
width condition holds and that the image plane effects have been

Figure 9. Position of 48 substations (24 stations) of the LOFAR core used
for simulations of instrumental effects. Note that each substation consists of
24 tiles, with each tile having 4×4 crossed dipoles.

calibrated to a satisfactory level. This includes station complex gain
calibration, a stable primary beam, and adequate compensation for
the ionospheric effects, such that the ionospheric phase introduced
during the propagation of electromagnetic waves in the ionosphere
and the ionospheric Faraday rotation are corrected for. For an in-
terferometer, the measured spatial correlation of the electric fields
between two antennae is called ‘visibility’ and is approximately
given by Taylor, Carilli & Perley (1999):

Vf (u, v) =

Z

A(l, m)If (l, m)ei(ul+vm)dldm

whereA is the primary beam, If is the intensity map corresponding
to frequency f , (u, v) are the coordinates, as seen from the source,
of the tracks followed by an interferometer as the Earth rotates, and
(l, m) are the direction cosines.

We further treat each pixel of the map as a point source with
the intensity corresponding to intensity of the pixel. Note that the
equation above takes into account the sky curvature. The visibili-
ties are sampled for all substation pairs and also at different pair
positions, as the Earth rotates.

We calculate the Fourier transform of the foreground model
for each frequency in the above range. For every baseline and fre-
quency, the uv tracks sample different scales of the Fourier trans-
form of the sky at that frequency. Thus, the sampling function S
becomes

S(u, v) =
X

k

δ (u − uk)δ (v − vk) , (23)

where the summation is carried over all the pixels k.
We compute those tracks for each interferometer pair for 4

hours of synthesis with an averaging interval of 100 s and we then
grid them on a regular grid in the uv plane. The maximum baseline
assumed for the LOFAR core is 2 km and the station diameter is
35 m, the number of independent elements in the uv plane is ≈

12 Jelić et al.

Figure 10. The expected LOFAR visibility densities per resolution element at 150 MHz for 400 h of total integration time (100×4 h night−1) with averaging
time of 100 s and for observing declinations δ = 90◦ (left panel) and δ = 52◦ (right panel).

Figure 11. Total intensity map of the simulated diffuse components of the foregrounds (‘original’ map with no interferometric effects and noise) and its
corresponding ‘dirty’ map after 400 h of total integration time with averaging of 100 s at 150 MHz.

moved from the observed maps, without any subtraction residuals.
Also note that our analysis is done on total intensity maps only. The
polarized case will be considered in the follow-up paper.

The foreground and noise maps are simulated in the frequency
range between 115 MHz and 178.5 MHz in steps of 0.5 MHz. The
original maps simulated for a 5◦ × 5◦ field on a 5122 grid are re-

binned to a 1282 grid, so that each pixel corresponds to 2.3′ which
is the resolution attained by the core of the LOFAR telescope.

The EoR maps are simulated between the frequencies of
115 MHz and 178.5 MHz in steps of 0.5 MHz, corresponding
to redshifts between 11.5 and 6.5.

The mean of the EoR signal, foreground and noise maps at

Jelic+ 2008
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602. If the uv plane is oversampled by a factor of four, this yields
2562 pixels 9 in the uv plane of ≈ 60 m2 in size. After counting
how many track points fall within each grid cell, we end up with
a matrix representing the naturally weighted sampling function in
the uv plane. By multiplying this sampling matrix with the Fourier
transform of our model sky we get the visibilities on that grid with
appropriate weights. This procedure is done for each baseline pair.

Vf (u, v) = S · FI (24)

where FI is the Fourier transform of the input image and S is the
sampling function.

The LOFAR visibility densities per resolution element at
150 MHz, for the LOFAR-EoR experiment, are shown in Fig. 10.
The total integration time is 400 hours (100 × 4 h night−1) with
averaging time of 100 s and observing declinations δ = 90◦ (left
panel) and δ = 52◦ (right panel).

The inverse Fourier transform of the sampled visibilities is
called the ‘dirty’ map. It is actually the sky map convolved with
the Fourier transform of the sampling function, which is called the
‘dirty’ beam or the ‘PSF’. This is a simple-minded approach to
estimating the sky brightness as it uses linear operations. The ap-
proximation of the underlying brightness with the ‘dirty’ map is not
always satisfactory, as side lobes from bright features will obscure
fainter ones. In cases of low signal to noise, however – such as dur-
ing the observation of the redshifted 21-cm transition line of HI –
one might choose not to proceed further than this first approxima-
tion. To go beyond that we need extra information like the positivity
of the intensity and compact support. The discussion of such issues
is beyond the scope of this paper. This incomplete sampling of the
uv plane also means that we do not measure the complete power at
all scales, due to the holes in the uv coverage and its finite extent.

An example of a ‘dirty’ map of the diffuse components in
the foregrounds is shown in the Fig. 11, together with the ‘origi-
nal’ simulated foreground map with no interferometric effects and
noise. The corresponding total integration time is 400 hours, with
an averaging time of 100 s at 150 MHz. Note that the ‘dirty’ maps
are generated without the inclusion of noise.

The ultimate sensitivity of a receiving system is determined
principally by the system noise. The discussion of the noise prop-
erties of a complex receiving system like LOFAR can be lengthy, so
we concentrate for our purposes on some basic principles. The the-
oretical rms noise level in terms of flux density on the final image
is given by

σnoise =
1
ηs

× SEFD
p

N × (N − 1) × ∆ν × tint

(25)

where ηs is the system efficiency that accounts for electronic, dig-
ital losses, N is the number of substations, ∆ν is the frequency
bandwidth and tint is the total integration time. SEFD is the System
Equivalent Flux Density in Jy. The system noise we assume has
two contributions. The first comes from the sky and is frequency
dependent (≈ ν−2.55) and the second from receivers.

For the LOFAR core the SEFD will be around 1000 Jy at
150 MHz, depending on the final design (de Bruyn et. al 2007).
This means that we can reach a sensitivity of 520 mK at 150 MHz
with 1 MHz bandwidth in one night of observations. In order
to calculate the SEFD we use the following system temperature
(Tsys) scaling relation as function of frequency (ν): Tsys = 140 +

9 This is the closest power of two to match the number of sampled ele-
ments. By doing this one can benefit from the speed of the FFT.

60(ν/300 MHz)−2.55. Accumulating data from a hundred nights
of observations brings the sensitivity down to 52 mK. We further
assume that the distribution of noise over the map at one frequency
is Gaussian. The noise contribution to each pixel in a map is drawn
independently from a Gaussian distribution. The EoR signal is ex-
tracted from two different scenarios. The first scenario involves the
extraction of the signal from the ‘original’ maps – simulated maps
that are not convolved with the dirty beam – after adding the noise
directly to the ‘original’ maps. In the other scenario, the EoR sig-
nal is extracted from ‘dirty’ maps to which we do not add noise but
convolve the ‘original’ maps of the EoR signal plus the foregrounds
with a simplified dirty beam.

As the uv coverage scales linearly with frequency, one has to
be careful in using the ‘dirty’ maps for extraction. This is because
a pixel sampled at a given frequency need not be sampled at a later
frequency. Since the analysis performed in this paper involves data
across the frequency domain, we need a good uv coverage. If the
uv sampling functions are not scaled accordingly, we will introduce
additional difficulties arising from the mixing of spatial scales. To
overcome spatial scale mixing, one of the strategies in the data anal-
ysis is to use only the uv points that are present at all frequencies.
In other words one can construct the uv plane mask that only con-
tains the uv points that are sampled at every frequency. This step of
course results in substantial data loss.

The uv coverage for the LOFAR-EoR experiment changes in
scale by ∼ 40% between the frequency range of observation (115–
180 MHz). By choosing only those uv points that are present at all
frequencies, ∼ 5% of the total data is lost in the frequency range
specified above. Since with decreasing bandwidth of observation
the amount of data lost decreases, one of the strategies could be to
observe in windows of smaller bandwidth. However the observa-
tional strategy of the LOFAR-EoR experiment is not yet finalized
and will be discussed in detail in upcoming papers of the project.
A detail discussion on the scaling of the uv coverage with fre-
quency and its influence on the number of discarded baselines and
the amount of data loss will be discussed in (Labropoulos et al., in
prep.).

In the following section we will show our ability to statisti-
cally detect the EoR signal from the ‘original’ maps that include
realistic level for the noise and from ‘dirty’ maps that do not in-
clude the noise but are sampled with the uv mask that contains only
uv points present at each frequency. In both cases the statistical de-
tection of the signal is done on total intensity maps only. Moreover,
perfect calibration is assumed and any other systematics that might
influence the data are ignored. Those issues will be addressed in a
follow-up paper.

7 DETECTION OF THE EOR SIGNAL FROM THE FG

This section presents the results on the statistical detection of the
EoR signal from ‘original’ and ‘dirty’ LOFAR-EoR data maps that
include the cosmological 21cm signal, diffuse components of the
foregrounds and realistic noise. By ‘original’ maps we mean maps
before inversion or in other words maps with no calibration errors
or interferometric effects. ‘Dirty’ maps include only simplified uv
coverage effect as an interferometric effect, but no calibration er-
rors.

By using only diffuse components of the foregrounds (Galac-
tic diffuse synchrotron and free-free emission and integrated emis-
sion from unresolved extragalactic sources) we assume that all re-
solved discrete and extended sources have been successfully re-

Radio interferometers essentially measure Fourier transform of sky

Direction dependent effects important if imaging large fields of view

LOFAR
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Figure 4: Rollout from half to four times SKA1: Idem to Fig.2 & 3. The solid red lines from bottom to
top (middle column) show the S/N for a deep survey for fs = 0.5,1.0,4.0. In the right column the brightness
temperature (from bottom to top) is given for SKA2, SKA1 and half SKA1.

A remarkable result is that for most of the redshift regime (z ⇡ 9�15) cosmic variance limits the
survey below k ⇡ 0.2Mpc�1. We note that because both the thermal and cosmic-variance errors
scale identically with number of beams (see text), this transition scale is invariant under increasing
the number of beams (i.e. multi-beaming), despite that the S/N increases as

p
Nbeam.
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