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What	  to	  expect	  for	  the	  Cosmic	  Signal?	  

•  We	  know	  almost	  nothing:	  expect	  the	  
unexpected…	  

ReionizaHon	  history	  is	  weakly	  constrained	  	  
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ReionizaHon	  astrophysics	  is	  completely	  unconstrained	  



We	  want	  to	  find	  the	  missing	  
populaHon	  of	  first	  galaxies	  

Bouwens+(2014)	  

•  Galaxy	  candidates	  have	  been	  found	  out	  to	  z~10.	  	  	  Are	  these	  the	  
sources	  of	  reionizaHon??	  EsHmates	  suggest	  they	  are	  too	  few…	  
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Fig. 12.— The relative normalization φ∗ of the UV LF at various
redshifts based on sources from the CANDELS-North (open red
circles), CANDELS-South (open blue squares), CANDELS-UDS
(open green triangles), CANDELS-COSMOS (magenta crosses),
CANDELS-EGS (open black pentagons), and BORG/HIPPIES
(solid cyan square) fields versus redshift (§4.6). In deriving the
relative normalization φ∗ of the LF from the individual CANDELS
fields, we fix the characteristic luminosity M∗ and faint-end slope
α to the value derived based on our entire search area and fit for
φ∗. The plotted 1σ uncertainty estimates are calculated assuming
Poissonian uncertainties based on the number of sources in each
field and allowing for small (∼10%) systematic errors in the cal-
culated selection volumes field-to-field. Specific search fields show
a significantly higher surface density of candidate galaxies at spe-
cific redshifts than other search fields (e.g., the CANDELS-EGS
and CANDELS-North fields show a higher surface density of z ∼ 7
candidates than the CANDELS South or CANDELS-UDS fields).

Fig. 13.— SWML determinations of the UV LFs at z ∼ 10
(magenta points and 1σ upper limits) compared to those at lower
redshifts (see caption to Figure 4). Also shown are our Schechter
fits to the z ∼ 10 LF (magenta line: see §4.6). The dotted magenta
line shows the LF we would expect extrapolating the z ∼ 4-8 LF
results to z ∼ 10 using the fitting formula we derive in §5.1. We
note a slight deficit of fainter (MUV,AB ! −19.5) z ∼ 10 candidates
relative to the predictions from the fitting formula we present in
§5.1, in agreement with the earlier findings of Oesch et al. (2012a)
and Oesch et al. (2013).

tic luminosity M∗ and faint-end slope α for galaxies at
a given redshift fixed. The best-fit values for φ∗ we de-
rive for sources in each field relative to that found for all
fields is shown in Figure 12 for sources in all five samples
considered here. Bouwens et al. (2007) previously at-
tempted to quantify the differences in surface densities of
z ∼ 4, z ∼ 5, and z ∼ 6 sources over GOODS North and
GOODS South (see also Bouwens et al. 2006 and Oesch
et al. 2007). Uncertainties on the value of φ∗ in a field rel-
ative to the average of all search fields is calculated based
on the number of sources in each field assuming Poisso-
nian uncertainties, allowing for small (∼10%) systematic
errors in the calculated selection volumes field-to-field.
While the volume density of high-redshift candidates

in most wide-area fields does not differ greatly (typically
varying "20% field-to-field), there are still sizeable dif-
ferences present for select samples field-to-field. One of
the largest deviations from the cosmic average occurs
for z ∼ 7 galaxies over the EGS field where the volume
density appears to be almost double what it is over the
CANDELS-South, COSMOS, or UDS fields, for exam-
ple. The CANDELS North also shows a similar excess
at z ∼ 7 and z ∼ 8 relative to these other fields (see
also Finkelstein et al. 2013). The relative surface density
of z ∼ 4, z ∼ 5, and z ∼ 6 candidates over the GOODS
North and South fields are similar to what Bouwens et al.
(2007) found previously (see Table B1 from that work),
with the GOODS South field showing a slight excess in
z ∼ 4 and z ∼ 6 candidates relative to the North and
the GOODS North field showing an excess of z ∼ 5 can-
didates.
Generally however, the observed field-to-field varia-

tions are well within the expected∼20% variations in vol-
ume densities for the large volumes probed in the present
high-redshift samples.

4.6. z ∼ 10 LF Results

We also took advantage of our large search areas to
set constraints on the UV LF at z ∼ 10. Only a small
number of z ∼ 10 candidates were found, but they still
provide, along with the upper limits, a valuable addi-
tion to the z ∼ 4-8. In doing so, we slightly update the
recent LF results of Oesch et al. (2014) to consider the
additional search area provided by the CANDELS-UDS,
CANDELS-COSMOS, and CANDELS-EGS fields.
Due to the fact that the majority of our search fields

contain zero z ∼ 10 candidates, we cannot use these fields
to constrain the shape of the LF, making the SWML and
STY fitting techniques less appropriate. In such cases,
it can be useful to simply derive the UV LF assuming
that the source counts are Poissonian-distributed (given
that field-to-field variations will be smaller than the very
large Poissonian uncertainties). One then maximizes the
likelihood of both the stepwise and model LFs by com-
paring the observed surface density of z ∼ 10 candidates
with the expected surface density of z ∼ 10 in the same
way as we have done before (e.g., Bouwens et al. 2008).
Figure 13 shows the constraints we derive on the step-

wise LF at z ∼ 10 based on the present searches (the
z ∼ 10 results are also provided in Table 3). A 1-mag
binning scheme is used, given the very small number of
z ∼ 10 candidates in the present search. Also included
on Figure 13 is our best-fit Schechter function at z ∼ 10.
For the latter fit, we fix the characteristic luminosity
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Fig. 12.— The relative normalization φ∗ of the UV LF at various
redshifts based on sources from the CANDELS-North (open red
circles), CANDELS-South (open blue squares), CANDELS-UDS
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relative to the predictions from the fitting formula we present in
§5.1, in agreement with the earlier findings of Oesch et al. (2012a)
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tempted to quantify the differences in surface densities of
z ∼ 4, z ∼ 5, and z ∼ 6 sources over GOODS North and
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et al. 2007). Uncertainties on the value of φ∗ in a field rel-
ative to the average of all search fields is calculated based
on the number of sources in each field assuming Poisso-
nian uncertainties, allowing for small (∼10%) systematic
errors in the calculated selection volumes field-to-field.
While the volume density of high-redshift candidates
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for z ∼ 7 galaxies over the EGS field where the volume
density appears to be almost double what it is over the
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of z ∼ 4, z ∼ 5, and z ∼ 6 candidates over the GOODS
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high-redshift samples.
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tion to the z ∼ 4-8. In doing so, we slightly update the
recent LF results of Oesch et al. (2014) to consider the
additional search area provided by the CANDELS-UDS,
CANDELS-COSMOS, and CANDELS-EGS fields.
Due to the fact that the majority of our search fields

contain zero z ∼ 10 candidates, we cannot use these fields
to constrain the shape of the LF, making the SWML and
STY fitting techniques less appropriate. In such cases,
it can be useful to simply derive the UV LF assuming
that the source counts are Poissonian-distributed (given
that field-to-field variations will be smaller than the very
large Poissonian uncertainties). One then maximizes the
likelihood of both the stepwise and model LFs by com-
paring the observed surface density of z ∼ 10 candidates
with the expected surface density of z ∼ 10 in the same
way as we have done before (e.g., Bouwens et al. 2008).
Figure 13 shows the constraints we derive on the step-

wise LF at z ∼ 10 based on the present searches (the
z ∼ 10 results are also provided in Table 3). A 1-mag
binning scheme is used, given the very small number of
z ∼ 10 candidates in the present search. Also included
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How	  do	  we	  detect	  the	  first	  galaxies?	  
•  Galaxy	  clustering	  +	  stellar	  properHes	  à	  evoluFon	  of	  
large-‐scale	  EoR/CD	  structures	  

	  

McQuinn+	  2007	  
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Figure 3. Comparison of four radiative transfer simulations post-processed on the same density field, but using different source prescriptions parametrized by
Ṅ (m) = α(m) m. The white regions are ionized and the black are neutral. The left-hand panel, left centre panel, right centre panel and right-hand panels are,
respectively, cuts through Simulations S2 (α ∝ m−2/3), S1 (α ∝ m0), S3 (α ∝ m2/3) and S4 (α ∝ m0, but only haloes with m > 4 × 1010 M$ host sources). For
the top panels, the volume-ionized fraction is x̄i,V ≈ 0.2 (the mass-ionized fraction is x̄i,M ≈ 0.3) and z = 8.7. For the middle panels, x̄i,V ≈ 0.5(xi,M ≈ 0.6)
and z = 7.7, and for the bottom panels, x̄i,V ≈ 0.7(x̄i,M ≈ 0.8) and z = 7.3. Note that the S4 simulation outputs have the same x̄i,M , but x̄i,V that are typically
0.1 smaller than that of other runs. In S4, the source fluctuations are nearly Poissonian, resulting in the bubbles being uncorrelated with the density field
(x̄i,V ≈ x̄i,M ). Each panel is 94 Mpc wide and would subtend 0.6 degrees on the sky.
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Figure 4. The volume-weighted bubble radius PDF for the S1 (solid curves),
S3 (dot–dashed curves) and S4 (dotted curves) simulations. See the text for
our definition of the bubble radius R. We do not include curves for the
S2 simulation because they are similar to those for S1. The thin curves
are at z = 8.7 and x̄i,M = 0.3, and the thick curves are at z = 7.3 and
x̄i,M = 0.8. Simulation S4 has the rarest sources and the largest H II regions
of the four models.
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Figure 5. The ionization fraction power spectrum "xx (k)2 = k3 Pxx (k)/2π2

for the S1 (solid curves), S2 (dashed curves), S3 (dot–dashed curves) and S4
(dotted curves) simulations. For the top panels, x̄i,V ≈ 0.2(x̄i,M ≈ 0.3), for
the middle panels, x̄i,V ≈ 0.5(xi,M ≈ 0.6) and for the bottom panels, x̄i,V ≈
0.7(x̄i,M ≈ 0.8). In all panels, the fluctuations are larger at k ! 1 h Mpc−1

in S3 and S4 than they are in S1 and in S2. As the most massive haloes
contribute more of the ionizing photons, the ionization fraction fluctuations
increase at large scales.
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Pictures	  are	  nice,	  but	  we	  need	  numbers	  
•  Common/simple	  staHsHc:	  power	  spectrum	  during	  EoR	  

Greig	  &	  Mesinger	  (2015)	  
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Factor	  of	  ~10	  varia=on	  on	  large	  
scales	  between	  astrophysical	  
models,	  at	  a	  fixed	  EoR	  epoch.	  

PS	  at	  the	  same	  mean	  neutral	  frac=on	  

Factor	  of	  ~2	  varia=on	  on	  small	  
scales	  between	  astrophysical	  
models,	  at	  a	  fixed	  EoR	  epoch.	  

hint:	  large-‐scale	  power	  is	  a	  be3er	  
discriminant	  of	  EoR	  astrophysics	  



Can	  we	  detect	  this?	  
•  Compare	  four	  SKA1-‐Low	  designs,	  for	  a	  1000	  h	  observaHon	  

Flower	  design	  (V4D):	  
564	  x	  30m	  staHons,	  no	  substaHons,	  
All	  staHons	  correlated.	  

Design	  #4	  from	  Greig+2015:	  2014	  Baseline	  Design	  
+	  packed	  core,	  ½	  number	  of	  antennas	  per	  staHon,	  
866	  x	  25m	  staHons	  in	  R~1km	  core	  

Flower	  design	  w.	  substa=ons	  (V4A):	  
3384	  x	  10m	  substaHons	  (1440	  in	  core),	  
All	  substaHons	  correlated.	  

Flower	  design	  w.	  512	  substa=ons	  (V4A_512):	  
3384	  x	  10m	  substaHons	  (1440	  in	  core),	  
N=512	  correlaHons	  of	  core	  substaHons.	  
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Can	  we	  detect	  this?	  
•  PS	  sensiHvity,	  foreground	  avoidance	  (e.g.	  Pober+2014)	  
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•  Design	  #4	  from	  Greig+2015	  is	  best	  at	  reducing	  thermal	  noise.	  	  
•  V4A	  with	  full	  (N=1400	  in	  core)	  substaHon	  correlaHon	  is	  best	  at	  reducing	  cosmic	  variance.	  
•  V4A	  with	  only	  N=512	  correlaHons	  is	  generally	  the	  worst	  in	  terms	  of	  total	  S/N,	  though	  

not	  so	  bad	  at	  EoR	  parameter	  recovery…	  



Bayesian	  EoR	  parameter	  recovery	  

21CMMC	  (Greig	  &	  Mesinger	  2015)	  
hHps://github.com/BradGreig/21CMMC	  	  

•  Use	  21CMMC	  (Greig	  &	  Mesinger	  2015)	  to	  recover	  
astrophysical	  constraints	  à	  be"er	  “figure	  of	  merit”	  than	  S/N	  

As	  seen	  earlier,	  EoR	  parameters	  are	  more	  sensiHve	  to	  evoluHon	  of	  large-‐scale	  powerà	  
favors	  minimizing	  cosmic	  variance.	  	  	  

EoR	  winners:	  Design#4	  and	  V4A	  with	  full	  correlaFons	  
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Observing strategy Parameter x̄H I

(with/without modelling uncertainty) ⇣0 Rmfp (Mpc) log10(Tmin
vir ) z = 8 z = 9 z = 10

100 deg2 @ 1000 h (without) 30.66+1.20
�1.11 15.94+1.77

�1.42 4.49+0.02
�0.02 0.48+0.01

�0.01 0.71+0.01
�0.01 0.84+0.01

�0.01

1000 deg2 @ 100 h (without) 30.25+1.02
�1.07 15.43+0.31

�1.03 4.48+0.02
�0.02 0.48+0.01

�0.01 0.70+0.01
�0.01 0.83+0.01

�0.01

10 000 deg2 @ 10 h (without) 28.71+0.96
�0.82 14.22+0.22

�0.19 4.43+0.02
�0.02 0.47+0.01

�0.01 0.69+0.01
�0.01 0.82+0.01

�0.01

100 deg2 @ 1000 h (with 10 per cent) 30.68+2.44
�2.18 15.49+2.21

�1.94 4.49+0.05
�0.05 0.48+0.02

�0.02 0.71+0.01
�0.01 0.84+0.01

�0.01

1000 deg2 @ 100 h (with 10 per cent) 30.62+2.68
�2.33 15.12+1.95

�1.66 4.49+0.06
�0.06 0.49+0.02

�0.02 0.71+0.01
�0.01 0.84+0.01

�0.01

10 000 deg2 @ 10 h (with 10 per cent) 30.70+3.44
�2.84 14.96+2.05

�1.69 4.49+0.07
�0.07 0.48+0.02

�0.02 0.71+0.02
�0.02 0.84+0.01

�0.01

100 deg2 @ 1000 h (with 25 per cent) 31.68+6.08
�4.45 14.81+2.90

�3.04 4.51+0.11
�0.11 0.49+0.04

�0.04 0.71+0.03
�0.03 0.84+0.02

�0.02

1000 deg2 @ 100 h (with 25 per cent) 31.84+6.00
�4.56 14.87+2.90

�3.00 4.51+0.11
�0.11 0.49+0.04

�0.04 0.71+0.03
�0.03 0.84+0.02

�0.02

10 000 deg2 @ 10 h (with 25 per cent) 32.10+6.87
�4.97 14.81+2.91

�3.01 4.52+0.12
�0.12 0.49+0.05

�0.04 0.71+0.03
�0.03 0.84+0.02

�0.02

Table 2. Summary of the median recovered values (and associated 16th and 84th percentile errors) for our three EoR model parameters,
⇣0, Rmfp and T

min
vir and the associated IGM neutral fraction, x̄H I

for all considered observing strategies (with a 10 and 25 per cent
modelling uncertainty and without a modelling uncertainty). Our fiducial parameter set is (⇣0, Rmfp, log10T

min
vir ) = (30, 15 Mpc, 4.48)

which results in an IGM neutral fraction of x̄H I

= 0.48, 0.71, 0.83 at z = 8, 9 and 10 respectively.

Instrument Parameter % uncertainty
(multi-z) ⇣ Rmfp(Mpc) log10(Tmin

vir )

SKA (halved dipoles compact) 7.60% 19.05% 1.04%

SKA (V4A) 18.72% 27.27% 2.54%

SKA (with 512 substations V4D) 15.89% 20.13% 2.50%

SKA (with substations, V4D) 8.51% 16.98% 1.28%

Table 3.

pletely overwhelming any potential gains by shortening the
observing times (decreasing the cosmic variance). In e↵ect,
all observing strategies now have the same sensitivity to the
21 cm PS on large scales. On smaller scales, the decreased
thermal noise contribution from the deep and medium-deep
surveys relative to the shallow survey ensures these are pre-
ferred for recovering the EoR constraints in the presence
of a modelling uncertainty. However, as noted in GM15,
increased sensitivity on small scales does not significantly
aid EoR constraints across multiple epoch observations, as
the reionisation history is still adequately sampled from the
large-scales.

Finally, as in Section 4.1, with SKA1–low we can com-
bine all three observing strategies to provide improved over-
all constraints on our EoR parameters. In the case of our
25 (10) per cent modelling uncertainty, we then find the im-
proved constraints of 10.5 (4.9) per cent on ⇣, 10.7 (6.9)
per cent on Rmfp and 1.4 (0.7) per cent on log10T

min
vir . This

highlights the importance of being able to accurately model
the astrophysics of the EoR process. Although, EoR model
dependent, we find up to a factor of 4-5 (2-3) reduction in
the overall fractional precision of the EoR model parameters
for our 25 (10) per cent modelling uncertainty, respectively.
This exemplifies the critical need to further increase and de-
velop our understanding of the modelling of the EoR physics,
in preparation for the quality of data expected from second
generation experiments such as SKA1–low and HERA.

As eluded to previously, our discussions have focused
solely on the recovery of EoR constraints from the 21 cm
PS. While beyond the scope of this current work, constraints

on the EoR model parameters could be further improved by
considering alternative statistics of the 21 cm signal. These
statistics, such as the bispectrum (e.g. Shimabukuro et al.
2015) and other non-Gaussian probes of the 21 cm signal,
would likely benefit from increased sensitivity to small and
intermediate scales and in turn could be more descriptive
statistics than the 3D spherically average 21 cm PS.

5 CONCLUSION

The reionisation epoch is astrophysics rich, probing the
growth, formation and evolution of the first stars and galax-
ies and their physical impact on the IGM ionisation state
and temperature. With this epoch most readily observed
by the redshifted 21 cm hyperfine transition of neutral hy-
drogen, dedicated radio interferometers, such as SKA1–low
should be able, in the near future, to tap into this rich source
of information. For this, it is of vital importance to further
improve our ability to numerically model these complex pro-
cesses to extract as much information as possible from these
sensitive observations. However, it is just as important that
these instruments are tuned and optimised to yield as high
quality a detection of the EoR epoch as possible.

Using the MCMC based EoR analysis tool 21CMMC

(Greig & Mesinger 2015), we explored the optimisation of
SKA1–low. Recently, a generalised final design for SKA1–
low was announced, outlining a ⇠130 000 dipole antenna
array, a 50 per cent reduction of the originally planned first
stage instrument. Therefore we explored how best to dis-
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But	  there	  is	  so	  much	  more…	  

In	  addiHon	  to	  staHsHcal	  characterizaHon	  of	  EoR,	  
the	  transformaHonal	  SKA1-‐Low	  science	  will	  be	  
(i)	  EoR	  tomography	  (see	  Cath’s	  talk)	  and	  (ii)	  
Cosmic	  Dawn	  
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Dark	  Ages	  Lyα	  coupling	  X-‐ray	  hea=ng	  Reioniza=on	  

1	  Gyr	   100	  Myr	   20	  Myr	  300	  Myr	  
	  or….	  Bright	  galaxies	  model	  

EvoluFon	  of	  21cm	  Structure	  (EOS)	  2016	  data	  release.	  Mesinger+	  (2016)	  



21cm	  structures	  tell	  the	  story	  of	  unseen	  galaxies	  



21cm	  structures	  tell	  the	  story	  of	  unseen	  galaxies	  
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•  Overall	  S/N	  winner	  is:	  V4A	  with	  full	  
substaCon	  correlaCon.	  

•  We	  need	  to	  correlate	  the	  inner	  N~1000	  
substaCons	  for	  V4A	  to	  be	  be3er	  than	  V4D	  
during	  Cosmic	  Dawn.	  

•  V4A_512	  would	  be	  a	  comparable	  
instrument	  to	  HERA.	  

High	  S/N	  during	  EoR	  and	  X-‐ray	  
hea=ng	  should	  allow	  imaging!	  

Faint	  galaxies	  

Bright	  galaxies	  



Conclusions	  
•  We	  don’t	  know	  what	  is	  out	  there	  so	  we	  need	  to	  be	  flexible.	  
•  EoR	  parameter	  constraints	  prefer	  packed	  cores	  and	  wide	  beams	  

minimizing	  cosmic	  variance	  (large	  modes,	  k~0.1/Mpc,	  best	  
descriminate	  EoR	  models).	  
–  SubstaHons	  (V4A)	  can	  improve	  EoR	  parameter	  constraints	  over	  V4D	  by	  up	  to	  

a	  factor	  of	  2.	  
–  Improvements	  scale	  with	  number	  of	  correlaHons	  (up	  to	  N~1400	  in	  the	  core).	  	  

Note	  correlator	  prices	  decrease	  with	  Fme!	  	  	  
•  EoR	  tomography	  and	  calibraHon	  à	  see	  Cath’s	  talk	  
•  Cosmic	  Dawn	  detecHons	  are	  more	  sensiHve	  to	  thermal	  noise	  than	  

the	  EoR	  at	  higher	  frequencies.	  	  Winners	  are:	  
–  V4A	  with	  complete	  substaHon	  correlaHon;	  
–  V4D	  (factor	  of	  ~2	  lower	  S/N	  than	  V4A	  with	  complete	  correlaHon)	  

•  SuggesCons:	  
–  Be	  flexible	  by	  building	  V4A	  with	  a	  packed	  core,	  waiCng	  unCl	  staCons	  are	  on	  

the	  ground	  to	  buy	  the	  best	  possible	  correlator,	  N~1000.	  
–  Be	  flexible	  by	  having	  antennaes	  with	  a	  flat	  frequency	  response	  over	  a	  wide	  

range	  (the	  low	  frequency	  range	  of	  SKA1-‐Low	  will	  be	  transformaConal	  
science).	  
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