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Background: Sustainable performance &

power is more challenging than expected

8x of top
super-
computer
performa
nce

Target: Sustainable Pflops vs #channels @ baseline lefg

»otaFLOPS (Spectral mode) vs baseline ar

Courtesy of Peter Braam
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power

Super-computer’s efficiency for practical applications is less than 10% of its peak performance
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Background: problem size grows
much worse with data flow

Input Data
1TB/s stream
Process 6 hours, 1.e. 20PB

100K Frequency Channels
x 4 polansation products x
500k baselines x 36k time
samples

Tier1: ingest

Image Reconstruction

* About 10,000 operations
per byte of input

* [terate through the
dataset about 10 times

(read = 10x wnte)

* Need about 100
FPetaFLOF/second

* 0.5 Flops / byte — Ie
200 PB/sec memory BW

Courtesy of Peter Braam

Tier2: processing
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Output Data

« ~ 10k x 10k pixels x 30k
frequency channels x 4
Stokes x 8 bytes

* 100 TeraByte of output
per observation (6 hours)

Tier3: archive

Memory bandwidth and storage capacity add more problem dimensions
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Overview of SKA-SDP China Consortium gE=
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Overview of SKA-SDP China Consortium
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Tasks of China MoST project on SKA-
SDP platform protot

G B
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Seperate tasks1-3
Pinpoint
3 types of @ @’ @ deficiencies in
prototyping 0 ’ @l 4

current systems

\.} J '\l}
systems
|dentify different
Determine how to requirements of
validate the I SKA-SDP
improvements
, , Understand
Identity major different SKA

scientific targets

improvement
candidates

Existing supercomputers cannot meet the requirements of SKA




Tasks of China MoST project on critical
technologies =1
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task5:
task4: large interference
vision imaging array survey task6: SKA1
Radio technology of data imaging and
Astrono SKA and processing and low frequency
my Data pipeline SKA large pulsor search
Process prototype vision survy

ing and technologi
Imaging

Storage task3: Secure infrastructure SKA local monitoring control
and

monitor
-ing ‘

manage
-ment

: Distributed FS for SKA science big data storage
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Shanghai Jiao Tong University (SJTU)
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» Leading Organization of PRC Consortium

O Major contact of PRC Consortium
O PI of China MoST project on prototyping platform

» Design for PDR, Delta-PDR, Product Tree and Sprint Tasks

O PDR
Compute platform: Hardware alternatives and Scheduler Software
Local Monitor Control: Control node and Master Controller

O Product Tree Analysis
Owning 4 Tasks: Scheduler, LMC

» Prototyping for Scheduler, Hardware and LMC
O Data dependency aware scheduler prototyping based on CloudSim
O Variable Precision FFT prototyping based on FPGA in mimicry computer
O Experiments on Computer Integrity and Network Control

2017/6/15 10
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Shanghai Jiao Tong University
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Ownership

» TSK-8A: Scheduling model, Batch scheduling

« TSK-17: System Scheduling

* Prod_Tree PT-113: Batch Scheduler

* Prod_Tree PT-422: Event Monitoring & Logging
* Prod_Tree PT-423: EM Interface Library

* Prod_Tree PT-425: EM Log Manager

* Prod_Tree PT-426: EM Data Collector

* Prod_Tree PT-401: LMC Control Node

v'Prototyping, Profiling and Benchmarking

» Heterogeneous Execution Framework
« SKA Key Algorithms Acceleration: FFT, Gridding, Convolution (In process)
« Data Dependency Aware Computation Platform Scheduling

» High performance Floating-Point Unit: Unum Floating-Point Arithmetic (Variable
Precision)

2017/6/15 11




SJTU subtask 1: Scheduling Model =
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Scheduling Model Coordination: matching observation plan & SDP resources

* Interactions among SDP.SCHED, SDP.LMC and TM’s planner
* Predict computation and storage requirement from parametric model,
» Determine feasibility of an observation task by scheduling requirements and resources

« Coordination considerations: buffer to host incoming data of an observation

SDP JIRA TASKS
8A, 17A

Y: return

“Acceptance”
N:return

“refuse to
execute”

\ 4

Query: Scheduling ,
TM.OBSM block schedulable? _| Parametric " Scheduling model-
GT "l Model » SDP.SCHED science aspects
1.Parameter
sets A
2. Current Operational
state
modes

LMC




SJTU subtask 1: Scheduling Model
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A verification case: simulation of buffer with MPI point-to-
point Communication

Process O Process 1

‘ Buffer
| the network

Buffer f

* Message : task size & buffer address

Process @ of 2

0 sending 'task size: 2880*17=48960 '
task size: 2880*17=48960 Process 1 of 2

* Three steps 1 receiving

« Blocking send calls

. receiving
1. Send message in buffer received "task size: 2880%17-48960 '

2. Receive message in buffer received "task size: 2880%17-48960 '
3. Received successfully sent 'task size: 2880*17=48960 '




SJTU subtask 1: Scheduling Model sye
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A case of public verification: GUI Wrapper of the SDP.SCHED Prototype

* Interface between webpage and scheduler: JavaScript and Servlet

* Fillin the form on the webpage / upload JSON file

® localhost:8080 i
-~ FIUER (E) RLv2.0
e < FIEE (F) sql_qu BIEE:
BITEEE _sme e wmg | F0 2
TM LMC ~ FERH) v < ]
tasko X fimito % AN |
upload task file
...........
Upossie o
UUUUUU pesNumber
Virtual Machine Datacenter
VMO X arch
;
‘ on Scheduling
= [ xccuo |
powumer L copene
e
,,,,,,,,,,,
,,,,,
+ Host
Scheduling
[ oo |
root page Scheduled results log



1.

Specified interface parameters between Telescope Management’s observation
planner (SKAO headquarter) and SDP’s Local Monitoring Control.

SJTU subtask2: LMC impact on System

G B .

Scheduling

(TSK-17 T8A, PT-425, PT-426, SDPLMC-5, SDPLMC-6)
Estimation on feasible data flow in uncertainty network

® Network throughput monitoring is an important issue in LMC. Early warning of network status

offers critical information to other tasks of SDP like scheduling.
@ Package loss happens very often over the fiber and data transmission network in SKA.

® The maximum capacity : To provide an efficient scheme of pre-warning system, we introduce the

max-flow problem to our monitoring to estimate the maximum capacity that a network can bear.

Example: Two or three data network capacities
» The packet loss rate of a link is r. The capacity of have relatively high probabilities but
a link can be considered as (1 —r) - C, where C few cases !

denotes the original capacity of the link.
» The capacity of each edge and corresponding
probability are showed in table:

25000
20000
15000

0.25
0.2
0.15
0.1
0.05
0

c(u,v)=(1-r)-C 10000
.y v Capacity of each edge Probability 5000
0
s t 0 0.1 0 8 10 16 18 20 24 26 28 30
8 0.2 Number probability
10 0.7




SJTU subtask2: LMC impact on System

G B -

Scheduling

Specified interface parameters between Telescope Management’s observation = &
planner (SKAO headquarter) and SDP’s Local Monitoring Control TN
(TSK-17 T8A, PT-425, PT-426, SDPLMC-5, SDPLMC-6) g ,'ZB% £
2. Detection on Uncertain Device Connectivity with Low Cost over internet of things eSS
® The connectivity detection between devices is a Example.
fundamental problem in the network, and most of the ® Fig1is an example of an uncertain
existing works are based on the deterministic network, network with 3 devices(edges) and
which ignores the unstable and uncertain nature of the its eight possible underlying graphs.
network in the real world. The existence probability of each
@ Uncertain device graph: In order to overcome such edge p(e) is labeled beside it.
limitation, we models the network as an uncertain graph, ® Ve consider what is the best
which means each device e exists independently in the detection strategy with low cost
network with some probability p(e). For a pair of nodes s expectation in the next step

and t in the network, to check whether they are
connected or not, it is necessary to detect whether some
links of the device network exist or not. And the cost c(e)
is required to detect the presence or absence of the link e.

@ The minimum cost expectation strategy: Our objective
is to propose a detection strategy for a pair of nodes s
and t in the uncertain device network, so that it has the
minimum cost expectation under the premise of detecting
s-t connectivity.

eeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeee



SJTU subtask 3: FFT Algorithm

Implementation On FPGA

1 Refzmed Redouble 1
A’UgE’I’TOT‘Re — lg _ E |) VarErrorge = lg E |Refized — AUQETTOTRe| )
N _ Re double n=0

Variance or average of the relative error of real part S peed u p over 30x

2 ' i ' ' ' SL Average 40 Speedup relative to double-precision CPU-basedFFT
o} or —S— Variance [| 35
g 21 i 30
< " 25
5 4 1 32

8 &

§ 6 —e o -4 15
© 10
> sl | .
10 W 0

5 10 15 20 25 30 35 40 8 10 12 14 16 18 20 22 24 26 28 30 32 34 36 38 40 42
i Phase F Width
Phase factor width hase Factor Wi

Relative power efficiency B Fixed point When Phase factor width is 24-bit

250 231.4837233 B Floatingpoint (24 bit)

2

:?grjpuzsw 1. Both Power Efficiency and Speedup have a stage
1 W Doubleprecison 2. Computation precision is at magnitude of 107°;
1 3. For model of Gridding + FFT, there will be precision
I I I I I I I redundancy about 2 magnitude for Gridding
o 2 4 16 18 20 ) . L2 1

4. Since precision is adequate with 18-bit Phase factor, why

(=3 w (=3
=} (=} (=]

Relative Power Efficiency
wn
(=}

h idth
Phase Factor Widt is it set to be 24 bit?



SJTU subtask 4: Gridding Algorithm

Implementation On FPGA

* An efficient hardware accelerator design of
Gridding algorithm on FPGA
— Loop unrolling
— Pipeline stages

Get
samples(u,v,data,offset)

> Get cind and gind

v

Get C[cind+:sSize], grid[gind+:sSize]

DDR3 [e»{MI|G|=e>

multiplv-al

multiply-accumulate

oooooo

multiply-accumulate

sSize

Write back; gind += gSize; cind += sSize;

Pipeline structure
Overall structure



SJTU subtask 4: Gridding Algorithm

Implementation On FPGA

SCIENCE DATA PROCESSOR

* The functionality and performance are verified
on Xilinx Virtex-6 ML605

— Relative error is under 4.5 X 10-5
— Speedup: 8.34

Software on CPU FPGA
Clock frequency 2.5GHz 156.25MHz
Running cycles 425000 3150
Gridding rate 238.235 2008.93
(million points/s)
Number of samples 180
gSize (The scale of grid) 128
sSize(Width of convolution function) 15



SJTU subtaskS: Variable Precision Floating- SE’ a

point Unit Implementation On FPGA

SCIENCE DATA PROCESSOR

Unum arithmetic is first proposed by

IEEE 754 Floats Unum Floats .
Professor John L. Gustafson in 2015

IEEE Floating Point Representation
s | exponent mantissa 0{11001101111111100001|1{111{1011

1bi 8 bits 23 bits \ I\ f /r T \

sign exp. frac. ubit exp. size frac. size

IEEE Double Precision Floating Point Representation

1 bit 11 bits 52 bits
§ | exponent mantissa
Wasting of Bit Width High information-per-bit
No matter a number is large or Fixed bit width of Bit width of exponent and fraction identified by
small| No matter a number need high xed bit wiath o exp.size and frac.size

IEEE 754 floats

or low precision to representl/ ‘components in Depend on the number to be represented

Precision Loss No Precision Loss

Constriction of Actual value round to Constriction of Set ubit bit to 1 to represent
fraction bit width the range of accurate value

fraction bit width a approximate value




SJTU subtaskS: Variable Precision Floating-
point Unit Implementation On FPGA

—y
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Optimized
C codes

Unum C |
Library

Basic
Arithmeic/
Algorithm

Xilinx Virtex 7

Program and

Debug

——— —

> Vivado HLS

Verilog
codes

IP Core
Generator

(==1]

Contrasting the precision and
bit width of addition arithmetic

First Operand
Second Operand
Exact Value

-6.0351562500
6.1201171876
8.49609376e-2

Result(754) 8.49609375...e-2

Bit Width(754) 32 bits
Result(Unum) (8.49609375...e-2, 8.49609375...e-2)
Bit Width(Unum) 23 bits

Contrasting the precision and bit
width of multiplication arithmetic

Vivado Design
Suite(Synthesis,
Implementation)

Operand 1 -3.5477

Operand 2 3.2602

Exact Value -1.156621154el
Result(754) -1.1566211539...el

Bit Width(754) 64 bits

Result(Unum) (-1.1566211540...e1, 1.1566211538...el)
Bit Width(Unum) 45 bits




Fudan University (FDU)
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Leading organization of China MoST project on critical
technologies of SKA-SDP

« Big data processing
— COTS: execution framework, i.e., Spark
— Spark + TensorFlow/Caffe for data accelaration

« Science

— Pulsar search pipeline by machine learning and artificial intelligence (Al), in
particular, deep learning techniques

2017/6/15 22
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FDU subtask 1: COTS -- Spark Optimizatio

on Imaging Pipeline

»Selection of Spark as a COTS
task

»Bottleneck analysis on Spark

v'All stages of the execution
time exceed a minute
including cogroup or
groupByKey operations which
causes shuffle operations

v'Too many RDDs to consume
memory resources

vToo many unnecessary
copies by using “flatMap”
operations

v'Unnecessary join costs for

two or three massive RDDs  Original Data Model for MID1l CAL pipeline on Spark
for specified combination of
key

23



FDU subtask 1: Optimizations on Spark for

MID1 ICAL pipeline

v

v

v

Replacing cogroup (broadcast,
third-party  key-value  store
serving as distributed memory
storage) to avoid shuffle
operations

using Alluxio as a data sharing
tool

using Spark partitioning and
broadcast to replace “cogroup”
merging stages to reduce RDDs

extract_lsm

reppre_ifft |

1k v)

P [ 200k,v) |
\ISIblllty_huffer 1601.7MB

Ll 1601.7MB

\

cor_subvis_

Simplified Data Model for MID1 ICAL pipeline on Spark

24



FDU subtask 1: COTS -- Initial

Optimization Results

Including Stages

Running Time(Seconds)

v' Test settings: on Inspur clusters, i.e., 5 nodes , memory ’ exractIsm 1.9

214GB/node, 256 cores broadcast local sky model

289 seconds/ node, 267seconds/3 1 telescope_data 50
nodes, 266s/5 nodes VS. the-state-of-the-art with broadcast lescope dai2
more than 1 hOUf on memory 1TB 2 Merge reprojection_predict_ ifft 81.4
v' This result could be further improved by extending the and degridding kemel pdle degrd
memory capacity and by adopting an efficient serialization # [eprojecton_precl_T_cegracing

m eth o) d ( e. g , Kry O) phase_rotation_predict_dft_sum_visibilities

broadcast phase_rotation_predict_dft_sum_visibilities

3 visibility_data 50.4
broadcast visibility_data
extract_lm A telescope_management [ 4 Merge timelots and slove as timeslots_solve 09
1 — 1 — B
broadcast timeslots_solve
reppre_ifft : input_extract_lsm input_telescn|1e_m;|m|gemem
l groupByKey 1gl~ou]lB_\'Key 5 cor_subvis_ﬂag 548
reppre_iﬁ't telescope_data broadcast cor_subvis_flag
Alluxio 1 .
e o o R 6 identify_component 10.7
telescope_data -
extract Ism « . .
degkerupd_deg_kernel «Icgkcru[;] deg broadcast identify_component
pharotpre_dft_sumvis_kernel 7 update Ism 29
Allusio -
8 subimacom 0.5
pharotpre_dft_sumvis
Total 266.1

Spark with Alluxio

Execution times for Different Stages (5
nodes)
25
e e



FDU subtask 2: A Pulsar Search Pipeline by
Deep Learning Techniques

A Pulsar Search Pipeline
by Deep Learning Techniques

Mingmin Chi
Baokun Wang, Yunfeng Zhang, Yiging Qin and Zexin Liao
Fudan University, Shanghai, China
Contact:



FDU subtask 2: A Pulsar Search Pipeline

by Deep Learning Techniques

Prod_Tree / PT-121

C.1.2.2.1.1.1.3 Candidate

Classification
# Edit [\_,] Comment Assign | More v Stop Progress | Resolve Issue = Workflow v
2 T Export v

Details People

Type: Task Assignee:

Status: IN PROGRESS Mingming Chi

(View Workflow)

Priority: ¥ Normal Reporter:

Resolution: Unresolved Agnes Mika

Labels: 80% |  PIP Votes:

PIP.NIP | | pip 0 Vote for this issue

roduct_tree
P - Watchers:

Prod_Tree / PT-121 C.1.2.2.1.1.1.3 Candidate Classification / PT-516
Candidate Classification Runtime Performance

# Edit () Comment Assign  More ~ Stop Progress = Resolve Issue =~ Workflow
Details
Type: 3 Sub-task Status: IN PROGRESS
Priority: ¥ Normal (View Workflow)
Resolution: Unresolved
Labels: PIP | | PIP.NIP | | pip | | product_tree
Gantt Chart: 45w [46.w (Nov. 2016 47.w (Nov. 2016 “
¥ incoming dependencies 13. 14, [15. [16. [17. [18. [19. [20. [21. [22. [23. |24 Q M
¥ outgoing dependencies PT-516
) subtasks
Resources |E E TIMELINE
13/Nov/16 27/Nov/16

Data volume estimation

After preprocessing, i.e., by Presto, the

estimated number of pulsar candidate

documents

o
°
L]
People
Assignee
Mingming Chi
Reporter:

‘ Robert Lyon
Votes:
0 Vote for this issue

Watchers:

© Stop watching this issue

SKA: 9M/h, Nbeam * n * (3600 / 600)=
1500 * 1000 * 6, 112TB/h

FAST: 0.114M/h, 19 * 1000 * 6, 1.4TB/h
Parkes: 78,000/h, 13 * 1000 * 6, 0.97TB/h

2 Pulses of Best Profile Search Information

Condidote: 432.87ms_Cand RApo00 = 15:38:27.0070 DEC 000 = —41:17:24.9300

- o =N/A
Profie Ag = 3.923e+05 @ (rod) = N/A

Profile StaDev = 426.1

Telescope: Par Folding Porometers
EpOchyg,, = 51257.61258101852  DOFyy = 60.39 x,pg = 183647 P(Noise) ~ 0 (105.70)
Epochyey = N/A Dispers ow: pe, 745
T, = 0.00025 Piogo ( 61(47) Py (ms) = N/A
- 491520 Pl (3/8) = 0.0(3.0)x107 PO (s/s) = N/A
= 5125 P'ioge (3/57) = 0001.6)x1078  PLE (s/5?) = N/A
- 862 ory Porameters
. 64
'
+ + +

Pory (8) N/A
a5Ein()/c (3) = N/A
TSR

- o 8o,
8 g 5%
i i1
3
g W
8 a R R
‘22 §§ P—dot (s/3)
i1 g i
R § i
I g @ a* o ®
Y 8 8 0 0 %
E 5 1 155 Period — 432.86613400 (ms)
8 34 | | Freq - 2.310183 (1)
P e
o 04 08 12 16 2 i3
Phase L L
5 8 3 5%
S g 2. \ <
is i . §
£2 4t i
£8 i
- st el o L
0 05 1 1.5 200500050 O o 200 400 600 800

B 0 E
Phase Reduced x* DM (pe/cm®) Perod — 432.86613400 (ms)

'SM0035_0241.s.fil pulser 15-Aug-2016 11:32




FDU subtask 2: A Pulsar Search Pipeline
by Deep Learning Techniques

o1 |

SOUARE KILOMETRE ARRAY -

Recent Progress: PSDL V1

S rininiistuintataetete * . % TensorFlow

Lighting Fast Processing
Support for Sophisticated Analytics
Real-time Stream Processing

Support for multiple GPUs
Training models distributed
Convenience for building DL models

Deep Learning System

Data Pre- Foldad Feature |
rocessi _ Learning Feature . o Pulsar-like
Raw data —%r?onﬂ Candidate > Extraction Supervised Classification Candidates
S -7

Active and Expanding Community

Sigproc




FDU subtask 2: A Pulsar Search Pipeline |
by Deep Learning Techniques e

SCIENCE DATA PR
A Science Data Processor Hyb rl d Of RN N a nd c N N

o1 |

Convolutional Neural Network, CNN

Dim:128

w w
* *
w w
(@) (@)
o o
> >
= =
w (@)}
O >
© ©
o o
q B
S~ S~
N N

Recurrent Neural Network, RNN

' Fanl, —— :
Input @ output

Dim:128




FDU subtask 2: A Pulsar Search Pipeline

G B .

by Deep Learning Techniques

SCIENCE DATA PR

Empirical Results

1 R o e MedlthraingData 1 = ; 5 o
09 ................ fo ..................... s CNN RNN ....... . # POS|t|Ve 1196 09_ .................... ..................... ...................... - +CNN'RNN Tl
—_ : : v (= - ; : : ;
E 0_&1 .................. o ..................... —eesyM | 1 # Negatlve 89996 008 L ...................... g +“Sn\£'|\3nNN
b07 ................... s S, ——MLPNN | il C 0.7 e e .................. Sy i :
50.6 ROCCUI"VG ..................... m— | g | L e— P Rcurve ...... ey, \ ...................
© 05 ____________________ _____________________ ____________________ '6 05 .................... ..................... ..................... .................... AL ... ST
=i RN SRR SR U, S— 9 B e s e A e e S AN PR P e
35 [N D R R I I S AU S
2 0.2 e immmanimemmenn s i e R S e e T
O | e e e SR R e e T
O b T — : ] ; :
00 0.2 0.4 0.6 0.8 1 (9.75 0.8 0.85 0.9 0.95 1
False Positive Rate (FPR) Recall

Reports can be found in

The designed hybrid of CNN-RNN model obtains better recall and precision compared to those by
the “shallow” machine learning methods, such as support vector machine (SVM) and multi-layer

perceptron neural networks (MLPNN) by the hand-designed features proposed in [Lyon et al.
2015]



Inspur Inc. of China i/
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Leading vendor of HPC platform: manufacturer of top 1 (2016)
supercomputer Tianhe-2

Contributing areas:

» Compute platform design

OPDR

» Compute platform: Hardware alternatives and developments
OProduct Tree

« Eight elements: Racks, Compute Nodes, Storage, and Network

» Optimization of the Gridding algorithm

OKnights Corner Xeon Phi
» 3.5x performance improvements
OKnights Landing Xeon Phi
* Current work 31




Overview of Inspur’s tasks

SCIENCE DATA PROCESSOR

*Inspur built a prototyping cluster based on Xeon Phi MIC
accelerator (model code: KNL)

« Continue to keep the KNL cluster open to the SKA
community to benchmark the SKA software

*Inspur has completed SKA-SDP tasks:

— TSK-64 task "Determine the Quality for C.1.1 Processor
Platform”

—A high-level proposal for TSK-1511 "Propose suitable
implementation of compute platform architecture from inspur
portfolio”

—we have implemented the gridding algorithm on KNL and
achieve a good performance improvement. We will optimize
other key algorithms on KNL for the SKA

Inspur (Beijing)
32 2017/6/15 Electronic Information
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Inspur subtaskl: MIC accelerator
based architecture ey
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Gt B ,

« Bootable host processor

« 72 cores, 288 threads

« 3+TFLOP/s DP, 6+ TFLOP/s SP
« Up to 16GB on-package MCDRAM , 400GB/s~500GB/s
« 2VPU pre core

«  Binary compatible with Intel Xeon

Features

«  More cores and threads
« 512-bit vector register , supported AVX-512

Upsides . High-bandwidth memory MCDRAM
- Easy for programming

Inspur (Beijing)
33 2017/6/15 Electronic Information




Inspur subtask2 : acceleration of Gridding

in SKA-SDP

SCIENCE DATA PROCESSOR

Key algorithms in SKA-SDP
Gridding in the SKA1-Low Gridding in the SKA1-Mid

0.4 — 0.4 -

0.3 - 0.3 -

0.2 - 0.2

01 - 0.1 -
I _ 0

O T T T T T :\ Q Q Q
\Q Q O '\o '\o
& &S S LS ® A S
R R RS N N2
® & & &L © SIS
G O & T o 2
Q oS ,b(_)@ Q\Q’b
Q‘Q

Inspur (Beijing)
34 2017/6/15 Electronic Information
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Inspur subtask2 : acceleration of Gridding

in SKA-SDP

SCIENCE DATA PROCESSOR

Performance Achievements

Gridding rate

. e 2*Intel(R) Xeon(R) E5-2620
Q 30000 -
o 0 CPU v3@ 2.4GHz 256GB memory
! 25000 - DDR4
c
é_ 20000 1~

Q
T L 15000 v’
Qo L
- 10000 -
§ 5000 I
€ acots 0 Network OPA 100Gb/s

S T
o KNL N=160000  N=1600000
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Inspur subtask2 : acceleration of Gridding

in SKA-SDP

A public service: free prototyping platform for key
algorithms of SDP

KNL 64*Intel(R) Genuine Intel(R) CPU 0000 @
1.30GHz, 16GB MCDRAM, DDR 2133
Storage Intel Enterprise Edition for Lustre
Network Intel Omni-Path Architecture
intel)
« OS Red Hat Enterprise Linux Server release 7.1
PARALLEL o
Compiler icc, icpc, ifort (version 17.0.0)
STUDIU XE MPI Intel(R) MPI Library for Linux* OS, Version
2017 Build 20160721
Tools Intel Parallel Studio XE

« A proposed prototype base on KNL Cluster

36 2017/6/15 Inspur (Beijing) Electronic Information Industry Co., Ltd.



Inspur subtask2 : acceleration of Gridding

in SKA-SDP

SCIENCE DATA PROCESSOR

A public service: free prototyping platform for key algorithms of SDP

SKA audience are welcome to use the KNL cluster for free

Apply online through

If you have any questions, please send email to

Applications will be reviewed

Inspur (Beijing)
Electronic Information
37 2017/6/15 Industry Co., Ltd.



Kunming University of Science and

Technology (KUST)

Astronomical information technology joint
laboratory, cooperating with National Astronomical
Observatory, Chinese Academy of Sciences

« A astronomical technology research team of nearly
40 people

« Dedicated in development of astronomical data
processing software and technology

« Virtualization integration and control technology for
heterogeneous devices of telescope

Projects involved:

« Data processing for MingantU Spectral
Radioheliograph (high temporal, high spatial, and
high spectral resolution almost simultaneously)

* Real-time data acquisition and CCD control for
the 1meter New Vacuum Solar Telescope—
NVST

« Observation control for LAMOST (The Large sky
Area Multi-Object fiber Spectroscopic Telescope)

« High speed data collection and observation for
the 40 m radio telescope in Kunming
(Chang’E1/2)




KUST tasks overview

« TSK-167: Analysis the execution framework — DALiuGE and wirting the cook-book for
DALiuGE deployment and execution. R

 TSK-168: Generate input for PIP <-> EF interface document (Control layer)

» TSK-169: Generate input for PIP <-> EF interface document (Data 1/O layer)

Prototyping and Analysis Development Tasks
Key Summary P Assignee Stat Related taSkS . .
DATA-232 DATA-162 / Magnus support for large scale @ Mohsin Ahmed CL!( O TS K'34O EXGCUtIOn Fra mework - DAL'UGE
test Shaikh . . . .
DATA-210 Support multip!e Drop islands in Physical A ChenWu CL( ° TS K-342 - Assessment Of teChnlcal rISk aSSOCIated
Graph generation with MSMFS and distributed calibration
DATA-171  Analyse results of deployment tests [ CJ;S;?‘ZSC RE! A TS K-343 COhSlder dlStrlbuted SAG ECAL

DATA-170 Support deployment tests on Tianhe-2 A Andreas RESOLVED SDP High Risk -
Wicenec Sep 2016

DATA-167 Write cook-book ¥ Feng WANG RESOLVED SDP High Risk -
Sep 2016

DATA-166 Organise access to Tianhe2 1‘ Tao An IN PROGRESS  SDP High Risk -
Sep 2016

ED®  Dashboards ~ Projects  Issues v Boards ~ WBS Gantt-Chart v Create Search

System Engineering Development Tasks

Tasks Tasks / TSK-1299

Key Summary | @@ New Year Sprint ~ - 2017B Consider distributed SAGE-CAL
DATA-174 EF:ldentify main risk areas to be addressed during = Backlog
this sprint () Comment  Create Epic More ~ Reopen Issue ~ On hold =z T Exp
X . X R [0 Active sprints
DATA-173 EF: Differential Risk Analysis and Report Details People
£ Releases
Type: Task Status: [ cLosep | Assignee: Feng WANG
DATA-169 Generate input for PIP <-> EF interface document o Reports Priority: @ Prioritise this (View Workflow) Reporter: Loui
Data I/O layer) ; i eporier ousa
( O lIssues Component/s: Execution Framework Resolution: Done Quartermaine
DATA-168 Generate input for PIP <-> EF interface document - DaliGE Votes: 0) Vote for this is
€3 Components Labels: None ’
(Control layer) ' Watchers: 7 Start watching
— :
= WBS Gantt-Chart issue
Standard = Planning
ic Link:
Epic Link: DALiuGE: TBC Dates
Sprint: Sprint 2017B

Created: 31/Mar/17 11:53

. TSK-1299: 2017B Consider distributed SAGECAL




KUST subtaskl: Case study I for DALiuGE— MUSER

ScienceDirect Journals  Books

| Download PDF B Export '] [Search ScienceDirect

] E Advanced search

Article outline ~ | Show full outline,

e Astronomy and Computing

Keywords

Introduction

Related work

Key concepts and implementation
Drop

Case study | — CHILES on AWS
Case study Il — MUSER )
Conclusion and future work

Volume 20, July 2017, Pages 1-15

Full length article

Niojo > w0 N =

astronomical data deluge

Acknowledgements
References

C.Wu* . B R Tobar> ™ K. Vinsen® ™ A Wicenec®

arXiv.org > astro-ph > arXiv:1701.04907

Astrophysics > Instrumentation and Methods for Astrophysics

OpenCluster: A Flexible Distributed Computing Framework for Astronomical Data Processing

Shoulin Wei, Feng Wang, Hui Deng, Cuiyin Liu, Wei Dai, Bo Liang, Ying Mei, Congming Shi, Yingbo Liu, Jingping Wu
(Submitted on 18 Jan 2017)

The

volume of data generated by modern astronomical telescopes is extremely large and rapidly growing. However, current high-performance data processing

Cornell University

Search or

v.org > astro-ph > arXiv:1705.06067

Astrophysics > Instrumentation and Methods for Astrophysics

High Performance Negative Database for Massive Data Management System
of The Mingantu Spectral Radioheliograph

Congming Shi, Feng Wang, Hui Deng, Yingbo Liu, Cuiyin Liu, Shoulin Wei
(Submitted on 17 May 2017)

As a dedicated synthetic aperture radio interferometer, the MingantU SpEctral Radioheliograph (MUSER), initially known as the Chinese
Spectral RadioHeliograph (CSRH), has entered the stage of routine observation. More than 23 million data records per day need to be
effectively managed to provide high performance data query and retrieval for scientific data reduction. In light of these massive
amounts of data generated by the MUSER, in this paper, a novel data management technique called the negative database (ND) is
proposed and used to implement a data management system for the MUSER. Based on the key-value database, the ND technique makes
complete utilization of the complement set of observational data to derive the requisite information. Experimental results showed that
the proposed ND can significantly reduce storage volume in comparison with a relational database management system (RDBMS). Even
when considering the time needed to derive records that were absent, its overall performance, including querying and deriving the data
of the ND, is comparable with that of an RDBMS. The ND technique effectively solves the problem of massive data storage for the
MUSER, and is a valuable reference for the massive data management required in next-generation telescopes.
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DALIiuGE: A graph execution framework for harnessing the

& D. Pallot> ™ B, Lao> ™ R. Wang> & T.
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MUSER Imaging Pipeline

SOUARE KILOMETRE ARRAY

SCIENCE DATA PROCESSOR
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KUST subtask2: Case study II for DALiuGE —
ing SAGECal from MPI to DALiuGE

SOUARE KILOMETRE ARRAY

SCIENCE DATA PROCESSOR
(1) SAGECal is a fast, distributed and
GPU accelerated radio astronomical
calibration package. Migrating the
codes of SAGECal-MPI to DALiuGE
is running a real astronomical
software under DALiuGE.
@ When using NFS shared directory on
hard disk, MPI version took about 13
minutes and DALiuGE version took
about 19 minutes as Sagecal-
DALIuGE has to output a series of
temporary files which apparently
reduced the performance.
(3) When using tmpfs and shared the

Regularisation Factor
Array
IOData & arho
1

£ Ti
) ST -
== -jl-E=n
1
I_JI
=] Admm
3

Running Heterogenous Application Under DALIUGE
Execution Framework — Migrating SAGECal-MPI

J Wirte Residual \j
B o
C

SlaveADMM

-] Timeslot

- R - |
|
L Cal Coherencies

slot

Y n Residule l
ResiduleFile

Work Breakdown * =

SPACE SHORTCUTS

@ Towards COR Pages /... / Execution Framework Sprint Status Report o' @ LENI & © B e

(3 SDP Product Tree ¥ 1 JIRA link

Technical Report: Migrate Sagecal From MPI to DALiuGE

Work Breakdown Home Version 1.00 (Beta)

Non-product WBS Breakdown @Feng WANG), (@ Shoulin WEI, EYIFIE), |@Hui DENG
Work Breakdown Structure (WBS...
Application Development and ... Motivation

Architecture WBS
SAGECal is a fast, distributed and GPU accelerated radio astronomial calibration package. The many optimization

Ancillary Platforms WES algorithms in SAGECal are implemented in a computationally efficient way and can be used in many other applications.

Compute system and intercon...

SAGECal i chnique that uses the Expectation-Maxil ion (EM)aIgorithml obtain the m:
Ceierls S Sl o likelihood ument and sky parameters. While the plain EM algorithm has been applied in ing
Data Lifecycle Manager WBS paramet ignals, SAGECal SAGE algorithm
Delivery.Software WBS in order to: 1. Speed up the convergence (ct omp ared to the plain EM algot rthm) 2. Reduce the computational Immpl ty
(eamnared tn lpast smiare pstimatinon mathads: 3 Imnrave the anality of ralibration (eomnared ta the Pealina calib

directory with NFS, the DALIuGE
version only took about 13 minutes
to perform the full calculation.

(4) This application proves the

availability and usability of the
DALiuGE execution framework.




Institute of Computing Technology,

Chinese Academy of Sciences (ICT) =

Completed Task: The Tasks on J IRA System SCIENCE DATA PROCESSOR

TSK-1284 SFFT algorithm optimization Haihang You

a) Analyze the bottleneck of SFFT, Optimize SFFT algorithm . .
b) Proposed a new fast two-dimensional Fourier transform based on Image sparsity (2D—SFYQUhalhang@1Ct-aC-Cn
c) Proposed an Adaptive Tuning Sparse Fourier Transform (ATSFFT)

The tasks in progress: ' & “ 3 (R -i& £L& L

Institute of Computing Technology,Chinese Academy of Sciences
1. TSK-434 Algorithm Library Development
a) Learn Python language and study the SKA algorithm reference library. (https://github.com/SKA-
ScienceDataProcessor/algorithm-reference-library)
b) Develop the calibration and imaging algorithms in C form
c) Analyze the bottleneck of algorithms and optimize them

2. TSK-1441 ARL Imaging Pipeline on TensorFlow

a) ARL is a reference library including algorithms of simplified process of imaging
b) The numpy library have been implemented in tensor flow in GPU version
c) Tensorflow can speed up ARL significantly

3. TSK-1540 Apply the optimized SFFT algorithm to Radio Astronomy
a) Study the application of SFFT in SKA
b) Apply the optimized SFFT algorithm to SKA

42



ICT subtaskl: Algorithm Reference Libraryj=sys

SOUARE KILOMETRE ARRAY

Comp]eted Tasks SCIENCE DATA PROCESSOR
TSK-1284 SFFT algorithm optimization

1. Proposed a new fast two-dimensional Fourier transform based on Image sparsity
(2D-SFFT)
2. Proposed an Adaptive Tuning Sparse Fourier Transform (ATSFFT)

Seek location ~ Input Image Seek location ~ Input Image | Input image, Initialize B and k|
Hash Function Hash Function "‘N/i;f f’j\'»_»\,,n_
(Permute, Filter, Subsampling+FFT ) (Permute, Filter, Subsampling+FFT ) Y w
v v N
Cutoff || = Cutoff ‘ Hash Function
(keep dk coordinates of maximum L (keep dk coordinates of maximum (Permutation, Fiter. Subsampling+FFT )
magnitude) iteration magnitude) - 4 .
_ _ | Find the maximum points |
Reverse Hash Function Reverse Hash Function
I={@))lhg, 5, ) €]} 1= {(@)hg, 0, ) €]} | Reverse Hash Function |
v
| Adjust Band k |
coordipates coorflinates

Only keep coordinates occurred in
L—» at least half of the location loops |¢—

I'={ielhulu--Uls;>L/2}
coprdinate:
Estimate Input Image Estimate Input Image
coefficient coefficient / -
- - ’ Only keep coordinates occurred exceed threshold |
Hash Function SRR Hash Function

(Permute. Filter, Subsampling+FFT ) 1L (Permute, Filter. Subsampling+FFT ) Input image Input image

v iteration v ‘ Hash Function Hash Function

" " N N (Pemautation, Fiter, Subsampling+FFT ) stelehtlon [ ®emustion. Fier Subsampling +FFT )
Estimate Coefficient Estimate Coefficient
;= zh.mu‘a>W"M”/ﬁnm,w1 2= Zha,,s,wJW"i“’j/Eo,.,,<i.i) ‘ Estimate Coefficient ‘._ _.| Estimate Coefficient |
For each coordinate For each coordinate

output the median of ciefficients!

output the median of coefficients

(a) 2D-SFFT (b) ATSFFT

S. Shi, R. Yang, and H. You, ”A New Two-Dimensional Fourier Transform Algorithm Based on Image Sparsity,” 2017 42nd [EEE
International Conference on Acoustics, Speech and Signal Processing (ICASSP), New Orleans, USA, 2017



ICT subtaskl: Algorithm Reference Libraryjfesys

G B -

SOUARE KILOMETRE ARRAY .

Th e T aSkS in PrOgreSS SCIENCE DATA PROCESSOR
TSK-434 Algorithm Library Development
» Learn Python language and study the SKA algorithm reference library;

» Develop the calibration and imaging algorithms in C form;
» Analyze the bottleneck of algorithms and optimize them.

Final purpose:

Algorithm general | k---------- - 2 S -
optimization scheme|\ | Optimize the calculated granularity in different cores

Develop performance optimization system

Complete the optimized version of different system e



ICT subtaskl: Algorithm Reference Librar

—y

The TaSkS in Progress SCIENCE DATA PROCESSOR
TSK-1441 ARL Imaging Pipeline on TensorFlow

The algorithm reference library (ARL) is designed to present calibration and imaging
algorithms in a simple Python-based form.

CARL1.1 CARL1.2 CARL1.3 CARL1.4 CARL1.5 CARL1.6 CARL1.7 CARL1.8

Data Image Visibility Fourier Sky Calibration util Pipelines
transforms components

Run unittest cases with given data of ARL. Show some time consuming result.

time(s)

coordinate_support (6 tests
calibration_solvers (9 tests
calibration_operations (4 tests
ftprocessor (15 tests
visibility_operations (3 tests
coalesce (6 tests
image_solvers (2 tests
image_deconvolution (8 tests

)
)
)
)
)
)
)
)

o

100 200 300 400 500 600 700 800 900 1000

Main time consuming process: image, visibility, fft, calibration
45



ICT subtaskl: Algorithm Reference Librar

SOUARE KILOMETRE ARRAY

€ asks in Pl‘()[gl'ess SCIENCE DATA PROCESSOR
TSK-1441 ARL Imaging Pipeline on TensorFlow

Reason: nested "for" loops of matrices operations. eg.

antl range(nants):
ant2 range(nants): xshape = (nrows, nants, qant;,'nchan, nrec, nrec)
chan range(nchan): X = numpy.zeros(xshape, dtype="complex")
recl range(nrec): Xwt = numpy.zeros(xshape)
rec2 range(nrec): row in range(nrows)
error - x[ant2, antl, chan, rec2, recl] - \ antl in range(nants):
galn[antli chan, recz, recl] * \ ant2 range(antl+}4 nants):
numpy . conjugate(gain[ant2, chan, rec2, recl]) chan range £shan):
residual[chan, rec2, recl] (error * \ : y v N
’ ’ . ovis = numpy.matrix(vis[row, an'2, antl, chan].reshape([2,2]))
:ﬁﬁgg;;z;ethl’ chan, rec2, rec1] * numpy.conjugate( mvis = numpy.matrix(modelvis[ro, ant2, antl, chan].reshape([2,2]))
sumwt[chan, rec2, recl] xwt[ant2, antl, chan, rec2, recl] wt = numpy.matrix(weight[row, §'£2, antl, chan].reshape([2,2]))
x[row, ant2, antl, chan] = numpy.matmul(numpy.linalg.inv(mvis), ovis)

1)) xwt[row, ant2, antl, chan] = numpy.dot(mvis, numpy.multiply(wt, mvis.H)).real

residual [sumwt ] = numpy.sqrt(residual [sumwt 7 / sumwt[sumwt
residual [sumwt 0.0

Slover: numpy operations build-in optimization and vectorization

» The main strengths of TensorFlow are very fast dot products and matrix
exponents. The dot product is approximately 8 and 7 times faster respectively
with Tensorflow compared to NumPy for the largest matrices.

» Numpy has Ndarray support, but doesn’t offer methods to create tensor
functions and automatically compute derivatives (+ no GPU support).

5 ¥ )

Tensor

46




National Astronomy Observatory of China

G B
SAUARE KILOMETRE ARRAY .

SCIENC: DATA PROCESSOR

Overview of Tianlai pathfinder experi
*Interferometer Array for 21cm intensity mapping and dark energy

* 3x15mx40m cylinders, 96 dual polarization receiver units
* 16x 6m dishes

*Frequency: 400-1400MHz (Redshift z=0-2.5)




Similarity between Tianlai and SKA

& What NAOC could do for SKA SDP

SCIENCE DATA PROCESSOR

 Similar scientific goal: Neutral hydrogen(21cm)
» Similar hardware: Interferometer and multi-beam
» Similar Software: RFI/Calibration/Imaging

« Similar challenge: Mass data processing, novel processing method for next
generation interferometer array

 What could we do for SKA SDP?

(1) Astronomical methodology/algorithm development, rather than optimizing
and accelerating algorithm itself.

(2) Working on issue of drift scan sky survey, include RFI mitigation/excision,
calibration and whole sky imaging and so on, and aim to provide the community
with a whole set of basic pipeline which would be optimized and implemented in
the future SKA drift scan survey.

(3) Developing the technique of extraction of 21cm signal from the galaxy
synchrotron emission and developing the model-independent method to do it.



NAOC subtaskl: data processing
simulation system

Whole sky imaging

0 50

Sky image obtained by
equal space of feeds

Sky image obtained by
unequal space of feeds

Sky map simulation alone 3 cylinders




Interferometer

Input Visibility

RFI Flagging

Phase Cal by Noise-source

Cal Using Cas A

Reorder and Averaging

Map-making

Sky map

e B e
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NAOC subtask2: Parallel pipeline system for
Interferometer

0 2500



Shanghai astronomy observatory

(SHAO) tasks

SCIENCE DATA PROCESSOR

» Completed task :

Complete production of SKA1-scale simulated data on Tianhe-2;
implemented imaging software package on Tianhe-2 and demonstrated
preliminary results on 2017 AU/CH SKA big data workshop.

» Task in progress :
Leading Sprint task TSK-344: Run DALiIuGE on Tianhe-2
 Task to take:

To execute and verify SKA1-scale data processing simulation by
integrating imaging pipeline into execution framework.



SHAO subtask: Regional Science Centre

SOUARE KILOMETRE ARRAY .

SKA SDP Workshop, 2016 Shanghai

100+ researchers (20+ international), cross
astronomy, HPC, industry

Sessions: SKA science, Regional Science
Centre, Science Data Processor, anc
Prototyping

' Shanghai Observatory first
proposed SKA Asia
Regional Centre concept in
the workshop

PD (DG) - 1. data processing
™ 2. synergistic support among
members

To strengthen bilateral

] collaborations in the
framework of multinational
project



SHAO subtask2: Prototyping - SKA data

flow management

« Data-Activated Flow (JitLiu) Graph Engine (DALiuGE) —
Australia-China collaboration achievement !

L& ALEK
* Deployed on Tianhe-2 1500 nodes, multiple computing SIEE s mws

g BN we

islands, verifying the scalability of DALIUGE to 10 million

tasks/drops => first-time large-scale SDP test, strong 1t ERASIEB BTG ORI SR R A5
HYE: Qv 80 W e
Supportlng fOI’ further |ntegrat|0n and prototyplng :.&RL‘.‘?&%WM!‘&. F A BRI 100004 41 (Fk: T2 5 0BEBAE A AL 160005 S5 20D TFIERARMBIE

« SHAO SKA team awarded 2016 “"Milky \Way Star”

World’ s largest telescope meets
the second fastest computer

ER, RfERIC 6 MR AL A SIROSKAFRBA, ZEMCR|TEM R SO SIRA BT SRR M S h LR BME T, 4ERT-2884%
S Ay = A T R AR T SKABCRWAT T ARG TR T 1000 SR M A AUBUIURIR, I RESKAHEL8PF T UC5E - AUBUIUR

e = TEE Y TR =
Wk, PHOR LRGSR 78RR, EEF LR T/ ZMXIENBURMRT, hWHBISKASERE.
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SHAO subtask2 Leading Sprint

G B

task TSK-344

Run DALiIUGE on Tianhe-2 SCIENCE DATA PROCESSOR
« Complete production of SKA1-scale simulated data on Tianhe-2;

implemented imaging software package on Tianhe-2 and
demonstrated preliminary results on 2017 AU/CH SKA big data
workshop.

* Next step: To execute and verify SKA1-scale data processing
simulation by integrating imaging pipeline into execution framework.

TSK-344

W Run DALiuGE on Tianhe-2

# Edit ] Comment Assign = More v Stop Progress = Resolve Issue = Workflow ~ = Q' Export ~
Details People
Type: 2 Task Status IN PROGRESS Assignee: u Tao An
Priority: ¥ Minor (View Workflow) Assign to me
Component/s: Execution Resolution: Unresolved Reporter: Louisa
Framework - Quart )
DaLiuGE uartermaine
Labels None PE Oversight: Andreas
Wicenec



No.32 Institute of China Electronics

Technology Groups Corporation (CETC 32)

Work involved: FPGA platform

prototyping

* Upgrading from XILINX VIRTEX-6 to
VIRTEX-7 to achieve double Power Efficiency

* Developing circuits of high performance buffer
and network protocol circuits, improve storage
and network performance

* Evaluation of FFT implementation on Mimicry
computer

* SKA-SDP solution design on mimicry
Computers




Sino-UK Joint lab of Henan Prov. (SUJLHP) e

SCIENCE DATA PROCESSOR

Work involved
» Analysis of algorithms on CPU+ GPGPU

O Convolution
O1D cIFFT, 2D cIFFT, 3D clFFT

OSFFT Sino-UH Joint lab
OCUFFT YEARAZRT
O Reprojection

O Gridding, DeGridding
» ARL Imaging Pipeline on > D

TensorFlow(TSK-1441) m

OCooperate to implement key operation of image pipeline under
tensorflow framework

O Mainly refer to crocodile

OBuilding key operation library on GPGPUs

2017/6/15 57




SUJLHP subtask: Algorithm analysis

Performance measurement
* Nvidia cuFFT (cuFFTBenchMark by Nvidia)
* OpenCL FFT (BenchMark with pycLFFT)
« FFTW 3.0

« SFFT 1.0
We found:

+ GPU'’s efficiency for FFT is less than

10% of its peak performance

* NVLink is not supported properly by

Signal Size (K=50)

intel/ AMD -

oooooo

800
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0

500
400
300
200
100

—

SCIENCE DATA PROCESSOR

C2C cIFFT_1D (GFLOPS)

123 456 7 8 91011121314151617 1819 2021222324

=@-—=double =@=single

C2C cIFFT_2D (GFLOPS)

3 4 5 6 7 8 9 10 11 12

double ==@==single
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Outline

SCIENCE DATA PROCESSOR

|.  Overview of SKA-SDP China Consortium
Il. Progress of China SDP Consortium

lll. Perspectives of China SDP Consortium for
SKA Challenges

V. Future Work

2017/6/15 59



Perspectives of China SDP

Consortium for SKA Challenges

SCIENCE DATA PROCESSOR

* SDP architecture has to be open since existing
supercomputers cannot meet the requirements
— Computation requirement is over 8x of top SC
— Power budget is below 1/3 of top SC
— Data bandwidth is over 1TB/s

A science-software-hardware co-design approach is
required

—SDP imaging and non-imaging algorithms need to be refined
with awareness of platform constraints

—Software and hardware must be re-designed in a fusion way to
meet the toughest requirement



Outline

SCIENCE DATA PROCESSOR

. Overview of SKA-SDP China
Consortium

Il. Progress of China SDP Consortium

lll. Perspectives of China SDP Consortium
for SKA Challenges

V. Future Work

2017/6/15 61



Implementing with a heterogeneous

execution framework

SCIENCE DATA PROCESSOR

(44 14
9 \i:.:ﬂd\‘

, 15
- FPGA/MIC/GPU
X86-Based Server +
FPGA/MIC/ASIC/GPU-
N o Z based Accelerator Boards
1 3 (more than GPU only!)

Stage 15 gridding_kernel update phase

FPGA/MIC/GPU _ . .
rotation_grid_fft_reprojection

\ 4
Stage 4 reprojection_predict_ifft
ST PCle
£ ) ) /Networ 4 FRORIMIE/GPY Stage 5 degridding_kernel update degrid




Improving power efficiency with

G B .

heterogeneous execution e

S CESSOR

(i)FFT + (de-)Gridding
Consumption: 10.25MW

Currently Currently 2019 2019

TianHe-2 CPU+MIC/G CPU+MIC/G FPGA ,
Status PU Solution PU Solution| Solution 12
Computing 549 300 0 ¥
Speed i 300 PFlop/s 300 PFlop/s = “
PFlop/s PFlop/s = 8
(PFlop/s) = ) -
Total Power H %\ féﬁ:ﬁﬁ.g’zzz;ﬁ;son
6 + .
(MW) 17.8 MW 97.3MW | 1216 MW 2.95 MW 5 ) \‘~ L AMW
g ‘o %
ithi 2019 CPU+MIC/ 2019 FPGA
FPGA may reduce power within o e S alition Taml
the budget Total: 12.16 MW 2.95MW

Estimated power of FPGA based
architecture

2017/6/15 63




A Case of Science-Software-Hardware Co-

design

1 A ”’6‘
2
é"g‘grg“‘

Automatic Pulsar Search using Deep Learning (PSDL V2) .

Deep Learning System
Feature
Learning Feature . T Pulsar-like
Raw data Extraction Supervised Classification > Candidates

| /% TensorFlow

» Directly input raw data after FFT or other transforms to the DL system

» Design of more complex deep learning algorithms

« Execution framework: integration of Spark with the GPU platform, i.e.,
TensorFlow, Caffe, etc. f

FPGA/MIC/ASIC/GPU-based Accelerators:
» Direct support of Tensorflow
* Direct support of SPARK




Thank you!

I
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