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Mid.CBF Functional Overview

• Correlate / Beamform digitized data from 197 receptors

• Support 16 sub-arrays, with each sub-array operating in 
any one of the 6 SKA_Mid Bands

• Generate the following products:

• Visibility set for up to 5 GHz of instantaneous BW

• 1500 PSS beams @ 300 MHz

• 16 PST beams @ up to 2.5 GHz

• VLBI beams + visibilities for calibration

• Zoom window visibilities

• Transient buffer voltage data

• Processing split into two stages:

• Band-specific Very Coarse Channelizers (VCC): one 
per receptor, generates ~200 MHz Frequency Slices 
and two 300 MHz channelized Search Windows

• Band-invariant Frequency Slice Processors (FS):  
configured in one of four Function Modes 
(correlation, PSS, PST or VLBI) and processes one 
Frequency Slice or Channelized Search Window 
from all receptors.
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Mid.CBF Physical Architecture

• Mid.CBF uses the custom 2U TALON 
LRU which houses two TALON-DX signal 
processing boards.

• TALON-DX has Intel Stratix 10 FPGAs, 
DDR4 memory + Mid-board optical 
modules and QSPF28 cages for IO.

• Each VCC uses one TALON-DX board 
and each FSP uses 20 TALON-DX FPGA 
boards.  All connectivity between TALON-
DX boards is done using point-to-point 
optical links which are routed via custom 
optical mesh LRUs.

• Mid.CBF contains 200 VCCs to support 
the 197 SKA_Mid receptors and 26 (+1 
spare) FSPs to provide the full 5 GHz of 
correlated bandwidth in Band 5 and 
simultaneous correlation + PSS/PST 
beamforming in lower Bands.

• 740 TALON-DX boards

• 370 TALON LRUs

• 27 processing racks + 1 M&C rack
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Move to Cape Town + TALON Asynchronous design

• ECP to move Mid PSS/PST to Science Processing Facility in Cape Town gained traction in 2020.

• Lots of benefits of moving Mid.CBF to Cape Town (AA2 and beyond) as well, but...

• Mid.CBF CDR baseline design did not “easily” move off-site 

• Baseline design used timing / synchronization scheme based on a clock and time-tick locked to the Central 
Timing Reference being distributed to all TALON-DX boards.

• Aligns timing information in DSH data stream with local clock/time tick and uses local clock for processing.

• All processing across all TALON-DX boards happening in lock-step (processing time = data time)

• Required timing signals not available at SPF so need to do something different.

• Asynchronous TALON Design proposed in TALON Memo 17 (late 2020):

• Uses only timestamps in the DSH data stream.

• Performs per-receptor processing (channelization, re-sampling, delay tracking, etc.) asynchronously.

• Delay corrected, channelized samples for a given timestamp (same data time) generated at different 
process times for each receptor.

• Delay corrected, channelized samples only buffered and aligned across receptors immediately before 
correlation/beamforming.

• Eliminated the need for distribution of a common clock to all FPGAs or local CTR locked timing signals

• Reduced the amount of DDR4 required by eliminating buffering prior to delay tracking.

• Reviewed and given the nod by external panel led by Peter Dewdney in spring 2021.
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Baseline Design – Factory Analogy
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TALON Asynchronous – Factory Analogy
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TALON Demonstration Correlator (TDC) Architecture for AA0.5/AA1

• TDC is a different physical architecture tuned for 8 receptors

• Uses identical firmware IP blocks and software to Mid.CBF
wherever possible.

• Key changes compared to Mid.CBF:

• WAY less hardware compared to using Mid.CBF VCC / 
FSPs

• Signal processing done by one FPGA contains:

• VCC processing and Frequency Slice distribution for 
one receptor

• FSP processing (either correlation or PST 
beamforming) for a full 200 MHz FS and 8 receptors.

• Built-in Test Environment (BITE) test vector generation

• Much better alignment of M&C to Mid.CBF compared to 
earlier AA0.5/AA1 designs.
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TALON Demonstration Correlator Architecture for AA0.5/AA1

9

TDC Band 1/2 VCC Processing

TDC Band 1/2 FSP Correlation

Frequency Slice Transport

BITE LSTV Generation / Playback

Visibility Transport

TALON-DX-TDC-CORRB12 AA1 Correlation Release

VCC-OSPPFB

Channelizer

(20 x 220 MHz)

(T1-F-00280)

Wideband 

Input 

Buffer

(T1-F-00320)

Wideband: 

state counts 

+

auto/cross-

corrs

(T1-F-00TBD)

DSH 

Packet 

Generator

(T1-F-00251)

100GE

MAC

(T1-F-00206)

LEAP

MBO

To / From Each FPGA (including self):

Each TX fiber has the following products for one antenna:  

  * 1x220 MHz Frequency Slice (14.1 Gbps)

Total Data Rate = 14.1 Gbps per link

Max Data Rate = 26 Gbps per link

BITE Data 

Manager

(T1-F-00348)

Samples

from DISH

2x4GS/s @ 12b/sample=96Gbps

100GBASE-SR4/LR4

QSFP28
x10

Product: Frequency Slice

220MHz x 2 Pol (16+16b) = 14.1 Gbps 

4 product generated – duplicated for correlation / PST

Full Cross

Connect

Correlator

(9+9b)

36 baselines

14880 ch

(T1-F-00334)

DDR4 

EMIF

(T1-F-00218)

DDR4 #1

32 GB

Corner Turn

DDR4 #3

128 GB

LSTV / LTA

DDR4 

EMIF

(T1-F-00218)

11.88 GB/s

0.1 GB/s

100GE

MAC

(T1-F-00206)

QSFP28

100GbE – Visibilities

SLIM

8 Tx/Rx

(T1-F-00201)

Visibilities Max Rate (1600 MHz BW):

119,040 ch x 36 Baselines @ 0.14 dump time = 9.8 Gbps

Correlator

Final Corner-

turner

(T1-F-00296)

8

16K Imaging

Channelizer

+ fine channel 

gain correction

(T1-F-00285)

x 4

16K Imaging

Channelizer

+ fine channel 

gain correction

(T1-F-00285)

x 4

Correlator

Final Corner-

turner

(T1-F-00296)

DDR4 

EMIF

(T1-F-00218)

DDR4 #2

32 GB

Corner Turn

7.2 GB/s
7.2 GB/s

Correlator 

Interface 

Adaptor

(T1-F-00TBD)

8

LEAP

MBO

SLIM

1 Tx / 8 Rx

(T1-F-00201) 8

To / From Each FPGA to FPGA #1

Each TX fiber has the following products for one antenna:  

  * 200 MHz Visibilities (1.2 Gbps)

Total Data Rate = 1.2 Gbps per link

Max Data Rate = 26 Gbps per link

SLIM to 100G

(T1-F-00332)

8

DSH Packets

Captured Packets to HPS

Streaming 

Samples

Dual-Pol FS 

ReSampler / Delay 

Tracker

(T1-F-00252)

Dual-Pol FS 

ReSampler / Delay 

Tracker

(T1-F-00252)

Wideband 

Frequency 

Shifter

(T1-F-00295)

Wideband 

Power 

Detector

(T1-F-00250A)

Frequency 

Slice

Circuit 

Switch

(T1-F-00333)

SLIM 

Framer

(x8)

x10 8

SLIM 

Deframer

(x8)

Stream 

Repair

(x8)

FS Depacketizer

(x8)

88

8

SLIM 

Framer

SLIM 

Deframer

(x8)

Visibility 

Packetizer

(T1-F-00TBD)

x8

LSTV Generation IP Blocks

FS Packetizer
(T1-F-00TBD)

(x10)

DDR4 

Memory 

Arbiter

(T1-F-00217)

Legend

Packetized Data

Streaming Samples + 

Metadata



Hardware refresh investigation for AA2 and beyond
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• SKA construction has just begun – Intel Stratix 10 FPGA are 4+ years old.

• Next generation Agilex parts are shipping production units

• Intent has always been to investigate pros/cons of moving to newer 
technology for AA2 and beyond - AA0.5 and AA1 will use TALON-DX base 
TALON Demonstration Correlator (TDC).

• Investigating COTS products coming down the pipe – Agilex M-Series FPGA 
PCIe cards + 400GbE P4 Network Switch

• Hoping to leverage work done by Low.CBF

• Expect some CAPEX savings

• Expect significant power savings

• Plan to progress in PI15



Status Update – The Team

• NRC + MDA team (CIPA) funded by Government of Canada through co-operation agreement 
between NRC and SKAO.

• Co-operation agreement runs through March 31, 2023 and is supporting the following activities:

• Delivery of Mid.CBF for AA0.5 / AA1 – functionality for AA0.5 + hardware set for AA1

• Support of SPFRx firmware and software

• CSP_Mid System Engineering / I&T activities, including Mid PSI in Richmond, BC.

• Current team is around 15 FTEs and working to expand to 20+, but hiring is challenging.

• Lots of work happening to establish the in-kind contract between SKAO and NRC.

• Invitation to tender expected later in May.
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Status Update – Development Progress

• Firmware:

• TDC MVP end-to-end signal chain firmware complete and ready for testing

• AA1 correlation firmware 95% complete – plan to start HW testing in PI15

• Built-in Test Environment (BITE) test vector generation firmware receiving an over-haul

• Software:

• First full vertical integration of M&C software (LMC interface -> FPGA registers) completed (PI 13)

• Currently implementing control of VCC and FSP signal chains in Mid.CBF Control Software (MCS) and 
embedded Tango devices (PI 14/15/16)

• Hardware Procurement:

• Building 16 TALON LRUs / 32 TALON-DX boards.

• Challenging due NRC procurement process and supply chain issues.

• Critical path to AA0.5 appears to be software development and HW procurement.  

• Actively working to hire and get long lead items on order.
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Status Update – Mid PSI

• Mid PSI starting to take shape at MDA in Richmond, BC.

• 3 of 4 servers have been delivered and installed.

• Still waiting for delivery of last server and network switch

• Nicolas Loubser (MDA), SKA Systems Team and MDA IT all involved in getting 
things off the ground.

• TALON hardware for Mid PSI is available but needs to be assembled at NRC.

• Lots of exciting work coming over the next 1-2 months.
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Thank you / Questions

Mike Pleasance

Research Council Officer—Digital Signal Processing

Michael.Pleasance@nrc-cnrc.gc.ca

www.nrc-cnrc.gc.ca


