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Overview Software & computing impacts

Software overview & Roadmaps almost all aspects of the SKA

e SKA Software Solution overview observatory! ...
o DP ART Roadmaps
o OMC ART Rodmaps

Software & Computing Architecture

e Overview of the overall software
architecture

e Software architecture at AAO.5




SKA Software Solution Over\}iew




SKA Software - Key components
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Organisation of SKA Software & Computing

Data Processing Agile Release Train

e Coordinated effort of 21— 23 globally Coomeros ] ==——J——— — , ‘
L wmams || =4 || ORCA\ || AN || ¢ B -
distributed teams! Fﬁf‘,w ® -

e Guided by the Scaled Agile
Framework (SAFe™) =

ile Release Train

Team | Team

e Three Agile Release Trains ATLAS | VIOIA
(ARTs) + SRC ART now
ramping up for start in June

J 1,
s 3

Team System || Team PLANET

e Alignment between ARTs managed
by the Solution Team

e All ARTs follow a 3-month planning and
delivery cadence — Planning Increment

(PI)
. Team |, =« | Team || 7 Team |[CREAM) ok V. M:I:;:s o
e Work shared with stakeholders through cipa | MECS laittons NCRA | I“Qﬂg
regular series of system demos I S N ]

Observation Management & Control Release Train

m



We cannot deliver everything ﬁauu;‘é%%&

at once! — Array Assemblies (AAs). .. e MVP
Council Approval - A <’iém ASURE

for Construction AA2 1 74"326'5
+
T now start
' 64 dishes o Q3-2027 Q3-2028
Construction o Operations End of
proposal QK;"]“ Readiness Construction
submission i
Q4-2023 start Review
T Q1-2023 AA0.5 8 dishes it
ITF QE start
IGO 4 dishes 4 dishes
operational T
January 2021 January 2022 iuar)doi January 2084 ]anuaryZOIS January 202 January 2027 January 2(28
ITFQE AA0.5
4 stations  start
Q4-2022 4 stations <]
Q12023 AA1 Operations End of
start Readiness Construction
18 stations o Review Q3-2028
Q1-2024 AA2 o Q3-2027
start
64 stations AA*
Q1-2025 start
128 stations
Q1-2026

vertical scales are logarithmic
wrt Array Assembly size
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Strategic, Long-Term Solution Roadmap

2022 T 2023 T 2024 T 2025 T 2026 T 2027
14 15 16 117 18 19 20 T21 22 23 I'25 26 27 28 29 30 31 32 |'a3 EVI
Mar - May Jun - Aug Sep - Nov Dec - Feb Mar - May Jun - Aug Sep - Nov Dec - Feb Mar - May Jun - Aug Dec - Feb Mar - May Jun - Aug Sep - Nov Dec - Feb Mar - May Jun - Aug Sep - Nov Dec - Feb Mar - May
MID AA0.5 MID AA1 MID AA2 MID AA3*

Prototype System

Integration (PSI) System ITF

Project Milestones

Software Solution Epics & Milestones

Environments for
Integrated Software

testing
A D op O
1 D O

Development for AA0.5

Final release
candidate of AA0.5
Software

¢

§5-58: SKAMPI

§S-65: Support for SKAMPI AA0.5 Integration,
Testing, & commissioning

Initial operational SW
release AA1

Initial operational SW
release AA2

Initial operational SW
release AA3*

Development for AA1

¢

§5-59: SKAMPI

Integration, Testing, &
commissioning

§S-71: Architectural

Runway to AA1

§S-72: Architectural Runway to AA2

$5-60: SKAMPI Development for AA2

§5-66: Support for SKAMPI AA1

¢

§S-61: SKAMPI Development for
AA3*

§S-67: Support for SKAMPI AA2
Integration, Testing, &
commissioning

$S-73: Architectural
Runway to AA3*

4

Key

@

Major project
milestones

SKA Software
(business & enabler)
milestones

-
Anticpated period of activity for Milestone

Business Program | Enabler Program
Epic Epic

$5-68: Support for SKAMPI AA3*
Integration, Testing, & commissioning




Use Cases and Case Case flows

https://confluence.skatelescope.org/display/SWSI/Solution+Use+Cases
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« System » SKA MID AAO0.5 Software
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Telescope

Report & Track Issues

AIV Engineer

Start up Telescope

Operator & Monitor
Telescope

Maintain Telescope
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Commissioning
Scientist
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Analyse Telescope Data

Shutdown Telescope
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X
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SKA Use Cases | USE-22

Operate and Monitor Telescope

# Edit  QComment  Assign More v

Use case: USE-22

w Agreed _ Workilow ¥

~ Details
Type B use Case
Priority O Not Assigned
Labels: None
General  Relationships  Legacy
Level Solution
Actor(s). AAQ.S Operator, Telescope Oper

v Value to the Actor

Use Case Va
The main user interactions wi
through it, as this is the use ¢
processing, and the telescopt
data collected is not good en
Operator and Duty Astronon

In AAO:5, the AAQ.5 Operator

Value to the Stakeholders
Operating and Monitoring th
project management and pr¢
telescope.

Outlini https://miro.com/app/board/o9}

Requirement Status:

~ Description
This Use Case describes the operation and monitor of the §
Use Case when they are trying to get the telescope to capti
scripts. Monitoring can also be manipulated by the AA05 C

Observations can be carried out by using well-known script

-

© Jira - # XRAY

Ay GitLab

Draft _Basic Flo

=)
&

© [

»

9 ceriniyse case flow: USE-69

SKA Use Cases / USE-69
Operate and Monitor Telescope - Basic Flow

#Edt  QComment  Assign More ¥ Implementing Done  Workflow v

~ Details
(3 Flow Status: GITTE (View Workflow)
O Not Assigned
None
General  Relationships
Flow Ty Basic
Trigger v AADS Operator selects an existing, validated Scheduling Block and script for execution, and wants to execute

it

v Pre-Conditions

> Assumes that at least a series of scans has been defined. See Prepare and Manage Observation Scripts
use case.
Assumes that power is available to the system.

o Assumes that the Startup Telescope use case has been successful
Assumes that basic system information is available as part of the models for the telescope, such as
antenna positions, phase references, gain calibrations, sub-system initial configurations, fitted and
non-fitted equipment

o Assumes that storage is available for all data: engineering data, configuration data, and science data.

Post-Conditions

o Datais available for inspection. See Access, Inspect, and Analyse Telescope Data Products.
o The system is in a working state after the Basic Flow.
Telescope remains Started-up.

Special Requirements
None TBC
1. AAQ.S Operator provides a start time for S8 execution. (If none, execution is assumed to be immediate)
258 execution is scheduled for the provided time (or immediately, if none provided)
3. A Subarray is created with the resources indicated by the S8
4. Data Generation and Monitoring run simultaneously:
1. Data Generation
1. For SKAT_Low Configuration: Station Beams are pointed at the designated location in SB
they track the source, and collect data
2. For SKA1_Mid Configuration: Dishes point to the designated location in the SB, they track
the source, and collect data
3. Dish/beam signals are channelised, and delay corrections are applied
4. Channelised data s correlated and processed into visibilities
5. Data is beamformed into tied array beams
6. Data is ingested by the SDP, collating and packaging it for further processing
2. Monitoring
1. Telescope health and observation health is monitored
2. Engineering and log data are archived
3. Visibilities are displayed in QA/signal integrity displays

Flc

Descriptior v
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https://confluence.skatelescope.org/display/SWSI/Solution+Use+Cases
https://jira.skatelescope.org/browse/USE-22
https://jira.skatelescope.org/browse/USE-69

From Use Cases to "Story Mapping” ...

e Complements use cases, mapping:

Features
organised by
Release Slice

User
Activities
(goals)

Narrative Flow

°
a7 2
¢ 47

e . FLOW
o b DeE me e

6k O\L”

i

7A(C_ﬁ VITIES

é(//immAME

USER
TASKS

e Adds context for reasoning about

O OO0 OO
D0 E0E mE

feature and release prioritisation

e Being used from PI15

o O “@ TEEE = < gy 1 o -
iy £ s = v

/

REL)EASED = @ el 3
SLICE D El D D

DETAILS

Story mapping
board for "Operator
& Monitor” use

case.

Outcome of the PI14
Roadmapping workshop

* : .
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https://confluence.skatelescope.org/display/SE/2022-04-04+Roadmapping+Workshop

Current Solution Focus
Priorities for next 6-12 Months (2-4 PIs)

1.

Robust, resilient, observable distributed control and monitoring
system — user feedback from exploratory testing

Incremental delivery of integrated AAO0.5 capabilities, needed fo
engineering and science commissioning, ahead of full AA0.5
deployment

— Collaboration with AIV for system acceptance testing

Short term goals (PI15-16)

1.

Exercise and test named release(s) of integrated software
deploying AA0.5 MVP in established environments:
e PSI-MID & PSI-LOW
e Per-telescope, user accessible, sandbox/staging
environment

Computing platform, including network and storage, for
AAO0.5 is well defined

System-level interfaces for tired-array beamformer calibration

$ @ » B

A <]

AAO0.5 Scenarios

SKAO

Roll-Out Plan for SKA1 MID
Ska-
U

uuuuuu

AAAAAA

AAAAAA

ooooo
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Data Processing (DP) ART Roadmaps

) > N
V& | P T TN 2 —a: ; ,,f.':,
). /7‘; / ) : ¥ .-G g,'/ .V“,%;,:.'- '
Team PST Team NALEDI

__Pss | PST

°
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SDP Iong-t?rm road%nap

2022 2023 2024 T 2025 T 2026 T 2027
14 15 16 a7 18 19 20 21 22 23 24 25 26 27 28 I'29 30 31 32 I'33 34
Mar - May Jun - Aug Sep - Nov Dec - Feb Mar - May Jun - Aug Sep - Nov Dec - Feb Mar - May Jun - Aug Sep - Nov Dec-Feb Mar - May Jun - Aug Sep - Nov Dec - Feb Mar - May Jun - Aug Sep - Nov Dec - Feb Mar - May
7]
4:»‘ MID AA0.5 MID AA1 MID AA2 MID AA*
O |Prototype System
5 Integration (PSI) System ITF ‘_,‘ __________________ o ‘ __________________________________ . _“ _____________________ . ‘ ______________________ L
2 | »
= LOW AA0.5 LOW AA1 LOW AA2 LOW AA*
(1)
—
e R S ol -l -
o

Science Data Processor (SDP)

SP0O-995: Initial
release of AA0.5 SDP
System

SP0-1415: Final
release candidate for

SPO-1414: Initial

SDP AAO0.5 system

SP0-996: Initial release
of SDP AA1 System

SP0O-1413: Initial release
of SDP AA2 System

release of SDP AA3*
System

¢

¢

¢

’ testing support

capacsy ol 5 198

SP-2052: PSI integration and

SP-1310: AA0.5 integration,
testing, and comissioning
= Esuppott

SP-1313: AA1 integration, testing,
and commissioning support

om0

SP-1315: AA2 integration, testing,
and commissioning support

capachy ot 104 208

comy v 1008

SP-1317: AA3* integration, testing, and

commissioning support

SP-1309: SDP AA0.5 System

o on 15

$P-1312: SDP AA1 System

coposiy a0

SP-1314: SDP AA2 System

capony i3

SP-1316: SDP AA3* System

oy i 3082708

TBC Further development of SDP
system towards operational release

asociy

SP0-1416: Architecture
Review: SDP workflow
development

SP0O-1151: Core set of SDP
pipelines with performance
critical steps scaling to ~20 nodes

SPO-1152: SDP pipelines evolved
to process AA3 size data sets
and scale to ~50 nodes

¢

SPO-1154: SDP pipelines evolved
to process AA4 size data sets and
scale to ~100 nodes

¢

Key

* 00 ..

Major project SKA Software Anticpoted period of
milestones _(business & enabler)  activity for Milestone

Business Program Epic

milestones




SDP Short Term Roadmap: Towards AAO0.5

Mar - May Jun - Aug Sep - Nov Dec - Feb

1. SDP system for capturing | TS T T A T
Vi Si bi I ity d ata at AAO . 5 | SP-1309: SDP AA0.5 System (including PSI and ITF integration & testing, SP-2052)
A REL-9: SDP PSIMID v2 SP0-995: Initial release of SP0-1415: Final release of
. . A ReLESDPPSIVI ® = aossopsysten @ o5 sor syiten oo
o Collaboration with OMC ] ’ S
on operator interfaces = g oo b
© Aiming for early operator | v ) }
feedback & exploratory Ey ' : -

testing starting from
PI15

2. Data management for
test data and data products

3. Pseudo-real-time tied-array
beamformer calibration

4. MID pointing calibration {

5. Support for PSI tests @ committed Forecast




SDP Short Term Roadmap: Workflows @ AA2 scale

Mar - May Jun -Aug Sep - Nov Dec - Feb

1. Establish approach to SDP
workflow development initially ||
targeting AA2 scale data sets

e SKA1 simulations &
precursors

e Establish clean levels of
abstraction in software

2. Starting with self-cal &
Fast Imaging to exercise |
batch and real-time compute
and science performance
considerations

- Pro ction Library

« First iteration of SDP Self-Cal Pipeline
Demonstrate scaling of AA2 workflows up to 10-20 nodes
. . . SPO-1593: Assess suitability of

Dask for SDP pipeline [ Data management and simulation of AA2 scale test data sets J

3. Collaboration with Services

. scaling Release of SDP Processing Function Library and AA2 workflows to wider
ART for infrastructure &

platform (potential for
co-design)

SP-1320: SDP Pipelines demonstrating performance at ~AA2 scale

A REL-X: SDP Self-Cal (0.1.0) ’ SPO-1416: architecture review:
REL-X: Proc Func Lib (0.X.0) SDP workflow development

r[ SDP science workflow challenge 1: SKA SDP (Continuum?) self-calibration workflow tested with AA2 scale simulated and precursor data sets. ]

L[ SDP science workflow challenge 2: Fast (short-timescale) imaging tested with AA2 scale simulated and precursor data sets ]

- Identify a
forid

Committed Forecast
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PSS Roadmap to AAO.5... and beyond

2022 T 2023 T 2024 T 2
e Pipeline testing with MeerKAT 12 T3 14 15 16 117 18 19 20 21 22 23 24 T25 26
Sep-Nov  Deckeh  Mar-Mey  jn-Aug  Sep-Nov  Dec-Feb  MarMay  fun-Aug  Sep-Now e Feb  Mar-May  Jun-Aug  Sep-Nov  Decoed  Mar-May
observations of transients
. . - s MIDA 05 MID AA1
e Pipeline testing on MeerKAT servers 2
. o v Start ITF activities
(Wlth GPUS/FPGAS) s g (MID & LOW) *”{: 777777777777777 - ”‘ ““““““““““““““““
S& ‘
. n g
=
Testing 3 anvs3

y
!5
AH =
3
w
¥
-
o
¢
3
\
-
a 8

\ l =
PSS AA0.5 PSS prototype PSS AA 1
Requirements Pipeline (PSS MVP) AAO.5 icm/inode

¢ o

Continuous Integration (CI)
pipelines s

(teady state)
130 7P /P

e Integration/verification -
activities at the Prototype Integratlon T - ~sxos ‘
System Integration (PSI) CBF-PSS interface -
A \ development & im / 1 Node
facilities (AUS/NL/CAN) testing in PSI e processing

Mid/Low

Pipeline functionality:

3 £

Q)

e Raw data capture = PSS interfaces to LMC/SDP PSS pipeline with limited
« Single Pulse Search (SPS) Development . % ; | (SKAMPI) r!functionality in ITF/AA0.5
i w
e Acceleration Search (FDAS) \§\§\ o T Caon T ST REiTe
o £ o PSS Pipeline MVP deve pment considering AA2 requirements
2 o inclu g external interfaces / System, testing
a o 1
FPGAs/GPUs: ) x Ini BN | rey
A . = ) perfor ance/: ‘ <>‘ S
* Optimisation Tech research - POt o NER ol | oo e, e
e Testing J p Bl mark ng Gl milestones iosonge
. . . . technology .
e Pipeline integration PSS ATAM ni\évcﬁ ailing § T -
o) 1
(with SPS & FDAS) N e |

12 13 14 15 16 17 18 19 20 21 22 23 24 25 26

|




PST Roadmap to AAO.5... and beyond

2022 T 2023 T 2024
12 13 14 15 16 17 18 19 28 121 22 23 24 125
Sp-Nov | Du-ed | Mor-Mey | Jo-Aug | Sep-Nov | Dec-red | Muw-Ney | fn-Aug | Sem Bee-Fr | Vor-Moy | fmoAug Sep-tiov | Dec-Fad W
M AAO.5 MID AA1
Start ITF activities ‘
B - ROV’ SN N
(MID & LOW)

4

AAVS3

AA0.5 Voltage AAO - 5 AA1 Dynamic

L W AA05 LOW AA1

©
@
[
ac
[
58
83
)
=

Low PSI deployment

Testing

& tESting recorder Spectrum (limited)
Q o
g ¢ ¢
L & 9
Pulsar timing pipeline: §
e Voltage recording = AAO0.5 PST complex- AA2 Pulsar Timing beam recordir
e Dynamic spectrum Development E voltage recording T
recording & 2
e Pulsar timing AA1 PST Dynamic Spectrum record: - (limited)

r\Timing Su

\

(Program kpics andMajor,

Monitoring & Control SW |nteg|’ati0n

Pulsa

W




PSS & PST SW activities for SKA Mid & Low

[ Development ]

[ Testing ]

[ Integration J

[ Tech research ]

e SKA Mid/Low receptor
modules for PSS-CBF interface

o PSS Stokes/Complex
voltage writers for writing out
raw data from the Mid/Low CBF
to disk (AA0.5-AA1)

e PST voltage recorder pipeline
for capturing Complex Voltages
to disk from PST Mid/Low CBF

PST PSS

CBF
Correlator
Beamformer
module

CBF
Correlator
Beamformer
module

e PSS single-pulse pipeline
testing on MeerTrap
(MeerKAT) nodes with real data
(RRAT observations)

e PSS testing on ProtoNIP HW
(with FPGAs/GPUs) at MeerKAT

e PST testing on Low PSI
(CSIRO) with Perentie
prototype CBF HW

e PSS pipeline testing with
synthetic test vectors (pulled
from test-vector server in
Manchester)

e PSS Continuous Integration
(CI) pipeline running on
Manchester server (Kelvin), for
continuously executing and
testing new versions of the
code merged with the PSS
repository

e CSP (CBF, PSS, PST)
integration and verification
activities at PSI Low (NL) by
the TOPIC team, using CBF HW

e PSS & PST Monitoring &
Control SW being developed
by OMC and PST in order to
integrate pulsar processing with
TMC

e PSS: FPGA and GPU HW
accelerators are being
optimised and
benchmarked in order to
select the ones that can
deliver the required
performance at AA4

e GPU-accelerated tests of
the PSS single-pulse
pipeline at MeerKAT

Test vectors CI pipeline
PST ; D K
y server 3 e
- RCPT (pst-beam1) at Kk - L
system Data the Low PSI i v
receptor m _ :
PSS server i n
(ProtoNIP)at MeerKAT
Slide / 17




Observation Management and Control
(OMC) ART Roadmaps

Team i& Team |crean@ Team
KA ROO TEAME NAKSHATRA
Buttons| CREW

Team MCCS

Team MCCS Team Karoo

PMs: Adam Avison, Vivek Mohile, Pamela Klaassen, Gerhard le Roux & Giorgio Brajnik
Architects: Alan Bridger & Sonja Vrcic e ®

[ ]
° Slide / 18



OMC Long-Term
Roadmap

e OMC Roadmap updated
in @ more goal-oriented
way.

e Currently: Goal focussed,
split into “epics” based
loosely around subsystems.

e Coming Soon: Use Case /
User functionality focussed
structure.

Link to Miro Board

OMC ART High-level Roadmap (long term)

R - I
2
L4

AR daveiopmant A deveiapment

-}

......................
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https://confluence.skatelescope.org/pages/viewpage.action?pageId=74738148
https://miro.com/app/board/o9J_lsmf_fo=/

What are we targeting at AAO.5

At AA0.5 OMC train / teams are focused on supporting™* :
e Software for deployment of minimal arrays on-site
Tor Constration — e Primary goal: end-to-end test of interferometry (and
Comjon beam-forming)
Mt e |Initial control system primarily to support
n i commissioning
opetionall T, T e Validate key interfaces
;T / [ — 1"; — e \Verify fundamentals of system performance in a .
S e 2022 i”“’zoi realistic operating environment (e.g. RFI, wind,
JTFQE Ao temperature, ...)
S s e Reduce risk and identify potential failures including
18 functional & non functional (scalability, reliability
etc.)
*Adapted from a slide in Robert e Develop AlV, Commissioning teams and procedures
Laing’s presentation at PI14 verti
* planning Wic oy moocnmery orcs
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Highlights of some items we are focused on near
term

e Central Signal Processor (CSP): End to end testing of the
signal chain with simulated data

e Observatory Science Operations (0SO): Integration of
vertical slice from ODT to OET using the ODA, to propagate
Scheduling Blocks

e Telescope Monitor and Control (TMC): Re-integration and
testing (after some critical refactoring of the software) of a full
scan functionality from On/Off through to Assign resources to
sub-array, Configure Scan and Scan

________________________________________________




OMC: MID Specific Roadmap zoom-in

2021 T 2022 T 2023 T 2024

E 12 13 14 - 15 - 16 + 12 18 ¢ 19 # 20 L 21 + 22 + 23

SKA Major Milestones

AA0.5 support

AA1 development

0
o
7
o=}
v}
o
o
[T
o)
=
o

DISH.LMC Integrate
with SPFRx, TMC:
PSIMID

DISH.LMC Integrate
with EDA and TMC

DISH.LMC CECTS4
Begn the Seselcpment for Dish Structure
o DISH Locat Marter and

long-running commancs

OMC ART

“
E
s
2
i3
S
a
g
]
£
5
v}
@
e
S
S

(TMC, LMCs, Alarm Handlers... )

= -

- TDC end-to-end

test VCC/ PSP Scan
s it Sequence on &
receptor, one Sonrle ARD.S - 4 boards
frequency siice. P16)
4 Talon boards, each
Testing

With VEC/FSP « BITE

- Progress toward Implement error

OoR
P i iy handing any ath
IOV Tt gt | 8 talon boards, 4 with oo sy ot
control. VCOPSP anddvan | | ™sing unctenaity

S i wrenes | prre E
vollance s SAT PLL
vt ard comtrol




CSP.MID for AAO.5

e Testing of end-to-end signal chain. Targeting full AA0.5 (P B R B P
signal processing capabilities by end of PI16.

1

1

1

Buildn

1 generates gensrates Long and Short
Sequence Test Vectors (S5TV, LSTV)

1 (Talon LAY FW, Tango C++ DSs)

1

1

(Talon LRU FW, Tango C++ DS, test GUUscripts)

e Integration of TDC with MCS and later CSP.LMC control.

e AAO0.5 capabilities available on the required number of | Eme—
boards. \

Program Increment Dates:

]
1
1
1 MCS (Monitor and Control Python SW)
1
Pl 11: June — August, 2021 :

BulinisstEnvironment PI 12: September — November, 2021

Elpnwste S DevIcRiSE e Pl 13: December - February, 2022 R A

Pl 14: March — May, 2022 '

PI#7 PI#9/10 PI#11 Pl 15 June - August, 2022 X

plee TDC BITE il TDC BITE TDC BITE Pl 16: September - November, 2022 Tools to Capture and Analyze Visbifties
TDC BITE ) TDC BITE ! 1
MVP Build 1 [ | MVP Build 2 MVP Build 3 MVP Build 4 || MVP Build 5 ‘

(Receiver (+ Source (+ Delay / Milestones from SKA Schedule: 1

Noise) (HRETone) Noise) Resampler) Pre-production Readiness: TBD .

AAO.5 Mid CBF FAT: November 2022 ;

1

______ _——= = —_——— === —_———— e e = —_—————— —_—_——— e —— — - |AA0.5 CSP_Mid @ S-ITF: January 2023
TDC Signal Chain AA0.5 CSP_Mid @ Site: Jan — Apr, 2023
Firmware + HPS Device Servers

PIFI3/14
PI#7/8 PI#8 Pl#
PI#7 PI#10 TDC MVP1 PI#13-16
TDC Base ocvee peNee Be yeg TDC MVPO Build 1 TDC AAT
Buid Sy i Buid 2 Build 1 (E2E-one Correlation
(Wideban ( 5 (+ comer turnr) receptor / one (+ 8 receptors)
Stats) Channelizer) Channelizer) Frequency Slice) i

Mid.CBF MCS Software + X \E

TDC Signal Chain Integration =
Pl#12 PI#13 BITE control Pl #14
TALON MVP1VCC e MVP1FSP
E —s
Power On/ control via Engineering control via
Off via MCS Mmcs Emale MCs

Thanks to CIPA team (Nicolas Loubser) https://confluence.skatelescope.ora/display/SE/TDC+AAQ.5+Rollout+Plan and https://confluence.skatelescope.org/display/SE/TDC+Talon+LRU+based+Releases+for+AAQ.5



https://confluence.skatelescope.org/display/SE/TDC+AA0.5+Rollout+Plan
https://confluence.skatelescope.org/display/SE/TDC+Talon+LRU+based+Releases+for+AA0.5

Dish LMC roadmap

For AAO.5 modify early 2019 C++ version of Dish LMC software.
Later gradual migration to Python implementation based on ska-tango-base.

Drivers for the approach (See Dish LMC Roadmap)
At AA 0.5:

e TANGO framework allows easy integration of TANGO devices that are written
in different languages (in this case C++ and Python)

e Maturity of Dish LMC software (in terms of functions supported and issues
resolved after having integrated with other Dish subsystems),

e Less time for developing mature Python based Dish LMC at AAO.5
Later Migration:

e Benefit brought by using the Python implementation of ska-tango-base, and
making Dish LMC compliant to latest SKA Software Standards and Control
System Guidelines

e Python competency of SKA SAFe teams.

* : )
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[10] ITF -
Integrated
with Dish

subsystems

Update Dish LMC -
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Common OMC Products at AAO.5

e TMC: Will be a reliable package enabling the basic
operation and monitoring of the telescopes.

e OSO:

m Allows the creation/editing/storage of Scheduling Block
Definitions (SBDs) for AAO.5 capabilities.

m Allows creation/editing/storage of Observing Scripts.

m OET allows generation and execution of SB Instances (SBIs)
derived from SBDs, but can drive observations without
SBD/SBIs

m Initial Shift Log tool available.
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Dish LMC roadmap
PI15 PI16 plans
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SKA MID Software Architecture
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SKA Software - Key components
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SKA Software - Key components
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SKA Software modules
view detail

https://confluence.skatelescope.org/dis
play/SWSI/Views%3A+Module
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https://confluence.skatelescope.org/display/SWSI/Views%3A+Module
https://confluence.skatelescope.org/display/SWSI/Views%3A+Module

Observation Monitoring and Control

e OSO - Observatory Science Operations

e TMC - Telescope Monitoring and Control

e What is the purpose of the OSO and TMC?

m Manage the design, scheduling and execution of all observing on both telescopes.

m Correctly operate and monitor the observatory and telescopes.

e Why are they important for the telescope to function correctly?
m Key interface between the science community users and the observatory.

m Ensure efficient, complete and reliable data and meta-data collection.
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Proposal Observation Flow
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delivery.
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Telescope Control System

The role of the Telescope Control System may be classified in
the three key areas:

[ Instrumental monitor and control
. Observation configuration, execution and monitoring
[ Support for sub-arraying

Implementation is based on the

TANGO controls framework TANG.
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Science Data Processor

SDP performs “main” data reduction (-t 40 - Challenges:

Performance & Modifiability & Buildability, Testability
Scalability Maintainability Affordability
% Compute, /O & Storage < Long lifespan (>50 yrs) & COTS components % Continuous Integration
> >10 Pflop/s effective % Software changes > Get going quickly > Test outside SDP
> ~0.77 TB/s ingest rate > Execution Engines > Externalise/share > Support different
> ~4 TB/s into processing > Science Workflows maintenance development speeds
> >40 PB tiered buffer > Processing % Support agile % Ensure scientific validity
< Need to scale Components development > Must trust pipelines
> Trivial (e.g. Ingest) and > Data Models > Small functional with
expensive (e.g. ICAL)  « Hardware changes increments autonomous analysis
workflows co-exist > Processing > Parallel work of Portability
> SKA “>1” will be even > Storage different teams % SKA Low, SKA Mid, SRCs
harder on SDP > Network

m



SKA MID Software in AAO.5 e £]

<<TANGO bus:
«sub-system»

: Synchronisatio
and Timing (SAT)

e TMC needs to be reliable
and enable operations and
monitoring

e OSO needs to provide
enough functionalities to
enable commissioning
activity

e SDP is needed to enable
calibration, quality
monltorlng and data ingest
a nd StO r age &) ggmg?nr; _ — Communication O Interf_ace Port

=== Control Bus O Provided Interface

E MID Specific __ pjain Data Streams ™ Required Interface
Component

SKA Software Architecture AAQ.5 - Telescope Management and Data Handling
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AAO0.5
Deployment

e Current
baseline

e Showing
also some
essential
external
components
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<<artifact>> <<artifact>> <<artifact>>
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Services Integration
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<<artifact>> <<artifacts> <<artifact>> <<artifact>>
AHBTRCE LI ’ <<artifact>>
Engineering Artefact Reposito: efact Lifecycle Service &
Management RO, Management Services Secret Service Configuration
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South Africa - ZA
y Center Central Processing Facility - ZA+LOS+CPF0001
AA0.5 MID Computing Cluster AA0.5 MID CBF Platform
<<artifact>> <<artifact>> <<artifact>> <<artifact>> <<artifact>>
0so T™C SAT LMC CBF MCS MID CBF SW
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Temporary Science Operating Centre Ob’g';":"” E"“g‘;ﬁ"““ Telescope Model
Archive Archive
<<artifact>> <<artifact>> i <artifact>:
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fl

SKA Software Architecture AAQ.5 - Deployment View

l ===

Slide / 39



https://confluence.skatelescope.org/display/SWSI/SKA+Software+Architecture+AA0.5
https://confluence.skatelescope.org/display/SWSI/SKA+Software+Deployment+view+AA0.5

OSO capabilities at AAO.5

e Observation Design Tool (ODT) ability to
create/edit/store SB Definitions consistent with the
AAOQO.5 system capabilities.

e Expected to be first version editors (i.e. simple)

e Ability to create/edit/store observing scripts

e Observation Execution Tool (OET) ability to retrieve and
execute SB Instances derived from these definition

e OET ability to execute observing scripts outside SB context

e Initial version of Shift Log Tool (SLT) available to log
operator comments.
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OSO Deployment

e Assume Observation
Data Archive (ODA)
storage at temporary
CPF, but could be
cloud-based.

e Assumed all UI clients
(ODT, OET, SLT)
available at temporary
CPF. ODT and SLT
clients additionally at
SOC (and possibly
SKAHQ?)

South Africa - ZA

0OSO Architecture AAQ.5 Deployment View

SKA Dish - ZA+COR+DSH###

Temporary Engineering Operations Center Central Processing_Facility - ZA+LOS+CPF0001
<<artefact>> <<artefact>> <<artefact>> <<artefact>>
SLT Client ODT Web GUI OET CLI Client | | OET GUI Client
<<artefact>> <<artefact>> <<artefact>>
SLT Backend ODT Frontend OET Backend
- . <<artefact>>
Temporary Science Operating Centre
ODT Backend
<<artefact>> <<artefact>>
ODT GUI Client SLT Client “areiacto semriefache
ODA Backend ODA storage
Temporary Integration Test Facility MID P
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Overall TMC architecture AAO0.5
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TMC Architecture AA0.5 - C&C View
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https://docs.google.com/document/d/19Ki5oF6ltFf1TPUvPVEDL0rFaED8KzEX-Qs4Y_iA-NY/edit?usp=sharing
https://confluence.skatelescope.org/pages/viewpage.action?pageId=159387069

Overall SDP Architecture AAO0.5
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Software and Firmware Development Standards

. Ve
e SKAO Organisational Standard ~
o Applicable to all software
and firmware, including all LANGUAGE STANDARDS

embedded software and PLC
systems, such as those
described in the IEC —wr—r
16113-3 standard. T [ | e

Date: | Apr 28,2021

e Providing developer guidance on
the SKA developer portal

e Providing software
development infrastructure

Apr 28,2021

Docs » SKA telescope developer portal Editon & O &

SKA telescope developer portal

Welcome to the Square Kilometre Array software documentation portal. Whether you
are a developer involved in SKA or you are simply one of our many users, all of our
software processes and projects are documented or linked to in this portal.

Onboarding: Welcome to the SKA The portal is frequently updated as the project evolves; if you feel that something is
developer community missing, please have a look at our guide to contributing to the developer portal
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CI/CD Pipeline - GitLab and Kubernetes Centric

Runners &
Environment(s) Monitoring

k8s cluster (syscore) ( \
/ Isolated k8s namespace Isolated k8s namespace \ jg /

@ 8 Prometheus Monitoring
-

=wk
Storage Storage j‘> v ‘_-

: and Cache and Cache |
GitLab Runner SKA KBs resources Stack

@ : /\@ [ o

Artefact Management

Storage

Trigger/Pull

Download
Upload/Download
<——<Action>———>»
\ Temporary Connection
)\ ' Permanent Connection
Develo
pes GitLab Nexus Artifact Repository
Code Repositories and (docker images,
Pages (test results etc.) python packages, helm charts etc.)
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Platform - Infrastructure Management

e Managing Compute and Storage as a

- Plaform Services 9]
programmable service using Software ==y || oz =
Defined Infrastructure technologies e
o ADR-43 Determining the appropriate R | e I
computing infrastructure Epotme, O[5 €
management solution S O || 95 ©
o Developing consistent manageme =

resources across all SPC facilities (and
potentially ITF, PSI, CPF etc.)
o Supported by a dedicated team - O “wrriom

focused on AA0.5/1.0 = openstack.
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System Dashboards and user interfaces
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MeerKAT data being played through the SKA SDP QA displays




SKA MID AAO0.5 Network

MID AA0.5

4 dishes all in the core

100G SARAO Managed Service
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} CBF SDP e
ﬁ"
=1
~  NSDN . .
). CBF via 100G LR4 Transceivers

Internet

|
-

SANReN Router

SARAO
Black River

l sITF NSDN

Park

SKAO
Black
River Park

e Science data is directly connected from the 4 Dishes to the

e NSDN provides LMC connectivity via 1GE links to each Dish

e Access from site to Cape Town via SARAO managed 100G

ﬂ link



SKA MID AAOQ0.5 in Netterrain

e AAO.5 will be represented
iIn Netterrain

e Real equipment and fibre 3 » |
routing 2 2900 0epe

e Dish and fibre routing from
the SPFRx to the CBF

3
n o v
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| . .‘ ’ é" - im

shown here. 11011
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https://netterrain-development.skao.int/Diagram/24000000003630
https://netterrain-development.skao.int/Diagram/24000000033831
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We recognise and acknowledge the
Indigenous peoples and cultures that have
traditionally lived on the lands on which
our facilities are located.
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http://www.skao.int

For reference: Robert’s slide on AA0O.5

e Deployment of minimal arrays on-site as early as possible

e Primary goal: end-to-end test of interferometry (and beam-forming)

e (Almost) all sub-systems (including initial control and data processing software)
e Includes Dish/Station (not tested in ITF)

e Verify fundamentals of system performance
e realistic operating environment (e.g. RFI, wind, temperature, ...)

e Interfaces

e Develop AIV, Commissioning teams and procedures

e Identify failures to meet requirements, lack of reliability

e Reduce risk by fixing problems as soon as possible, ideally before mass production

o Verify the supply chain

m



